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1. Introduction

The concept of bifuzzy sets (or intuitionistic fuzzy sets) was
introduced by Atanassov [1] as a generalization of fuzzy sub-
sets. Later on, much fundamental works have done with this
concept by Atanassov [2,3] and others [4-7]. A bifuzzy rela-
tion is a pair of fuzzy relations, namely, a membership and a
non-membership function, which represent positive and nega-
tive aspects of the given information. This is why the concept
of bifuzzy relations is a generalization of the idea of fuzzy re-
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lations. The name “bifuzzy relations” is used for objects intro-
duced by Atanassov and originally called intuitionistic fuzzy re-
lations (see [1,2]). Bifuzzy relations are also called by some au-
thors “bipolar fuzzy relations” (see [6]). Since the concept of bi-
fuzzy relations is an extension for the concept of ordinary fuzzy
relations, the concept of bifuzzy matrices (which represent finite
bifuzzy relations) is also an extension for the concept of ordi-
nary fuzzy matrices.

In this paper, we study and prove some properties of bi-
fuzzy matrices throughout some compositions of these matrices.
However, we concentrate our attention for the two compositions
o (max—min) and its dual composition * (min—-max). We use the
definitions of some kinds of bifuzzy matrices such as nearly con-
stant, symmetric, nearly irreflexive and others to prove some re-
sults. One of these results enables us to construct an idempo-
tent bifuzzy matrix from any bifuzzy matrix and this is the main
result in our work. We also state the relationship between the
two compositions o and * of bifuzzy matrices.The motivation
for this paper is to study some kinds of finite bifuzzy relations

S1110-256X(16)30027-X Copyright 2016, Egyptian Mathematical Society. Production and hosting by Elsevier B.V. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

http://dx.doi.org/10.1016/j.joems.2016.04.005


http://dx.doi.org/10.1016/j.joems.2016.04.005
http://www.etms-eg.org
http://www.elsevier.com/locate/joems
http://crossmark.crossref.org/dialog/?doi=10.1016/j.joems.2016.04.005&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:eg_emom@yahoo.com
mailto:m.fndh@yahoo.com
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://dx.doi.org/10.1016/j.joems.2016.04.005

516

E.G. Emam, M.A. Fndh

throughout bifuzzy matrices by using the two compositions
o and .

2. Preliminaries and definitions

In system models which based on fuzzy sets, one often uses
fuzzy matrices (matrices with elements having values anywhere
in the closed interval [0, 1]) to define finite fuzzy relations.

When the related universes X and Y of a fuzzy relation R are
finite such that |X| =m, |Y| = n, a fuzzy matrix R = [r;;],
whose generic term r;; = ug(x;, y;) fori=1,2,...,mand j =
1,2, ..., n where the function ug: X x Y — [0, 1] is called the
membership function and r; is the grade of membership of the
element (x;, ;) in R.

Definition 2.1 [8.9]. Let A = [a;], ~and B=[b;] , be two
fuzzy matrices. Then the max—min composition (o) of 4 and B
is denoted by 4 o B and is defined as

AoB= [ “]mxl k\/(atk /\bkj)

The min—max composition (x) of 4 and B is denoted by A*B
and is defined as

AxB= [s,j]mxl /\(a,k\/bk/)

where Vv, A are the mdx1mum and minimum operations respec-
tively.

Definition 2.2 (bifuzzy matrix [6,10,11]). Let A =
[a; A" =1d}] ~ be two fuzzy matrices such that
a + a;’/ < 1 forevery i <m,j < n. The pair (4’, A”) is called a
blfuzzy matrix and we may write 4 = [a,-j = (aj;, a}’j)]mxn. The
numbers ¢;; and a}; denote the degree of membership and the
degree of non-membership of the ij" element in A4 respectively.
Thus the bifuzzy matrix 4 takes its elements from the set
F={<d,a>:d,a'"€0,1],d +a" <1}

For each bifuzzy matrix 4 of kind m x n, there is a fuzzy ma-
trix 7 4 associated with 4 such that ;; = 1 — a}; — aj); forevery i
< m,j <n. The number 7 is called the degree of indeterminacy
of the i/ element in A4 or called the degree of hesitancy of it
element in A. It is obvious that 0 <m; < 1foreveryi <m,j<n.
Especially, if 77;; = 0 for all i < m, j < n, then the bifuzzy matrix
A 1s reduced to the ordinary fuzzy matrix. Thus fuzzy matrices
are special cases from bifuzzy matrices.

Now, we define some operations on the set F defined above.

Fora=<d,d" >, b=<V,b" > F, we define:

anb=<min(d,b), max(d,b") >,

aVvb=<max(d,b), min(a’,b") >,

a“=<d',d >anda<bifandonlyifd <b',d’ >b",

<0,d"> if d<b,a <V,
a0b=1<0,1> if ad<b,d >"b,
<d,d" > ifd >"b.

We may write 0 instead of < 0, 1 > and 1 instead of <1, 0>.

For the bifuzzy matrices A = [a; = (aj,a])] ,B=
[bi; = (b’],bg’/)] ., and C= [c; = (c;j,c§ff)]nxm, let us define
the following matrix operations [8—11].

AN B=a; Aby,

AV B=a;V by,

40 B =[a; ©byl,

AxC = </\(alk\/ckj) \/(al,\/\ckj >]

AoC = |:<\/(alk/\ck/) /\(alk VL,V >]

For simplictly write AC 1nstead of AoC. However,
A¥ = A4, where

Ak = [ O — (@, a;f,.‘“>] — A4 and
[ = A" = {

1ifi=,

0if i)
A" = [a;] (the transpose of A),
A¢ = [a;; = (a;, a};)] (the complement of A),
A < Bif and only if a; < b;; for every i, j. < n.

3. Theoretical results of the paper

Definition 3.1  (reflexive, irreflexive bifuzzy matrix
[6,8.9,11]). An n x n bifuzzy matrix 4 = [a;;] is called re-
flexive (irreflexive) if and only if a; =1 (a; =0). It is also
called weakly reflexive (nearly irreflexive) if and only if a; > a;
(a;; < ay) for every i, j < n.

Lemma 3.2. Let A = [a,»j]nxn and B = [bj], x » be two nearly ir-
reflexive bifuzzy matrices. Then A B < AVB.

Proof. Let R=A* Band T = AV B. Then
i = </\ (ay Vb)), V (@j A b}é/)> and lij=<ayv
k=1 k=1

/ ! /!
bl/, aj; N bij > . Now,

n
r;_l.z/\(a;kvb/ D <ay Vb <a;vb; =t and

\/ (@) NB) = df AB = afy A B, =

= ’/ Thus, we have

rij §t,/andsoA*B§A\/B O
It is noted that A v B = Bfor 4 < B.

Lemma 3.3. Let A and B be two nearly irreflexive bifuzzy matri-
cesand A < B. Then Ax B < B.

Proof. By Lemma 3.2. [

Definition 3.4 (symmetric, asymmetric bifuzzy matrix [6,9]). An
n x n bifuzzy matrix 4 = [a,-_,-] is called symmetric if and only if
A = A" and it is also called asymmetric if and only if a;; A a;; =
0 for every i, j < n.

Remark. It should be noted that any asymmetric bifuzzy matrix
is also irreflexive.

Proposition 3.5. Let A = [a;;_(d};, a i )]nxn be a symmetric and
nearly irreflexive bifuzzy matrix. Then we have:

() AxA <A,
(2) A A is symmetric and nearly irreflexive,
(3) A? is weakly reflexive.

Proof. (1) By Lemmas 3.2 and 3.3.
(2) Suppose S = A4 x A. It is obvious that S is symmetric and
SO

Il
>=

n n
/ ! ! — / ! ! — o
Sii (ay vV ap;) = k/\l A = k/\l(aik Vag) =s;

k

and

/N — — //
Sii = k\/l (azk A akz) \/ Ll = \/ (az/» A ak/) S
Thus, 5;; < 5 and so tha.tS is nedrly irreflexive.

(3) Let T = A4°. Then

X
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n
tij = <\/ (ay N ay;), /\ (aj v a,‘])>, ie.,
k=1

! / ! — ! ’
= k\/l(aik Ady;) = dy, A ay; for some h < n.
But since A4 is symmetric, we have
n n
o / / - ! / / ! — ¢/
ti=\ (@ nay) =\ ay =z ay = @y, Aay; = 1.
k=1 k=1
Also,
/\ (ay Vv al;) = aj; v aj; for some s <n
and
That is

n
/\(a,kvakl)z/\al <4 <daival =t
k=1

i = llj
and A2 is thus weakly reflexive. [

Remark. We notice that the bifuzzy matrix 4 % A is symmetric
and irreflexive when 4 is also so.

Proposition  3.6. For
B= [b”] ’ C= [cij]nxl

mxn

bifuzzy — matrices A=
and D = [di-i]pxm’

[aif]:;1x11’
we have:

(1) BxC) =C"* B,
2) If A<B,then Dx A <DxBand Ax C < BxC.
Proof. (1) Let S = C’*B’andT B C. Then

Sip = </\(Lk1Vb/k) \/(c b”k)> and

t/f - </\ (b/k Vv ckl) \/ (b/A A c/(l >

ie,S=T".
(2)LetW:D>x<AandG—D>kB ie.,

Wij = <;1\( Y i), \/( A ay; >
and =
&= (A v, \/<d;mb“->>
Since we have that 4 < B, we geta; < b;; and a;; > b, and

sod) v akj <d, vb,. and dj ~ akj >dj A b” for everyk <m.
Therefore,

m m m

A/\l (dy Vv ap;) < k/\l(a'[k Vv by;) and A\/l (diy Nag;) = \/ (dj N
B,
i.e., Wij < 8ij-

Similarly, one can show that 4« C < Bx C. [

Theorem 3.7. For any m x n bifuzzy matrix A, Ax A" is nearly
irreflexive and symmetric.

Proof. LetR Ax A That is

rij = /\(“,k\/“/k) \/(a,k/\aﬂ) ,le

o — / / — /
ri; _A/\l(aik vdy) =da,vad,;forsomel<n

and
_ /"
\/ (ay Ndy) = aj, A dlj, for some g < n.
Now,
n
/
Iy = /\ (alk 4 alk) - A/\l alk - alh and r - k\/l (aIA A atk) -

k:

», for some i, m < n.
] - i v
Smce rp=ay, <a; <d; Vv ay =ry and 1 =a;, > djy >
dig N dfy = r,], we get r; < ry and A*A" is nearly irreflexive. The

symmetry of R is obvious. [

Corollary 3.8. For any m x n bifuzzy matrix A, we have:

(1) (AxA)*x(AxA") < Ax A,
(2) (AxA")*x(AxA") is symmetric and nearly irreflexive,
(3) (A % A" is weakly reflexive.

Proof. By Proposition 3.5 and Theorem 3.7. [

Proposition 3.9. Let A be an n x n asymmetric bifuzzy matrix.
Then A x A" = O (the zero matrix)
Proof. LetT Ax A" Then
l/\ (alk v a]k) \/ (al/\ A a )>
el
(am \% ajh, aj A ajA,) for some /1, s < n.
Notice that, since A is asymmetric, it is irreflexive and so
lj, =dy Vv a]h <a,Vvd,;=a; and 1y =dai ANdi >
aj; ndj; = aj. Thatlst,,<a,]
Similarly, we can see that #; < a; and t;; < a;; Aa;; =0.
Thus, t;j =0andso T = 0. O

Definition 3.10 (nilpotent, transitive, idempotent bifuzzy matrix
[8,9,11]). An n x n bifuzzy matrix A4 is called nilpotent if and
only if 4" = O (the zero matrix), it is also called transitive if
and only if 4> < 4 and it is called idempotent if and only if
A* = A.

Proposition 3.11 ([11], pp. 224). If A is nilpotent, then A™ is ir-
reflexive for every m < n.

The following proposition shows that the nilpotency of a bi-
fuzzy matrix A implies the asymmetry of that matrix. However,
the converse is not always true.

Proposition 3.12. Let A be an n x n nilpotent bifuzzy matrix.
Then A is asymmetric.
Proof. Since 4 is nilpotent, afj") =0.

If ayna; > 0, 1e., if aj; Ad; > 0and aj; v
0,d;; > 0,a];, <landdj; < 1.

Now, we have two cases for n.

C(a)se 1: If n is odd, then

/ 7 /
a; = Ndy Aag A

//

<1, thena >

A d;; > 0and

n - elements

() " " /"
a. =< aij Vaﬁ \/aij V..

7
f Va,.j<1

n - elements

which contradicts the nilpotency of A.
Case 2: If n is even, then by Proposition 3.11 we have

/) / ’ / ’
a; = ay Ndy Ndy NN > 0
n - elements
and
() " " " "
ay Za;vdpva;V..va;<l

n - elements
which is also, a contradiction. Thus, «; N a/j,. = 0and af’j \Y, a;fi =

1. Thatis a;; A a;; = 0 and A is then asymmetric. [J

Proposition 3.13 ([11], pp. 222). If A is irreflexive and transitive
bifuzzy matrix, then A is nilpotent.

Proposition 3.14. Let A and B be two transitive bifuzzy matrices,
such that A < B. Then A© B! is transitive

Proof. Let D = 4 © B'and suppose di A dy; = ¢ > 0 for some
k < n. That is

(s ) © (B ) A (e i) © (B b)) = () =
(0,1). Thus, So that (d,a})A

/ o\ /
<akj,akj)_(c,c) ie., dy Nay; = andalAVak/_c

! / / /
ay > by, and akj>b..
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Since A is transitive,

a; = (aU, a,j) > <alk A akj, ay v akj> = (c, ).

Now, we show that if a; < b’,,, there are contradictions.
(a)If a), = ¢/, then b}, < ¢’ and so a,; < ¢’ (since we have that 4
< B) However since We have assumed b’ > a > ¢/, we get

Az— Ab,/l—a/\//\b/jl— 4

Wthh 1s a contradiction.

(b) Ifa}(j.z c’ then b’jk <c. However, bf/-,( > b ANby =Dy
a, > ¢’.Which is also a contradiction.

Therefore, a > b’ and so

d; = a; @bﬂ _( aj, afl) o (b, b)

g
(au’au) = (atk/\ak/’atkvak/> (L,L >’
i.e, d;; > ¢ = dy A dy; and D is thus transitive. This completes

the proof. [

Corollary 3.15. Let A and B be two transitive bifuzzy matrices,
with A < B. Then (A© B") x (A© B")' = O.

Proof. It is easy to see that A©B' is irreflexive and so by
Propositions 3.9, 3.12-3.14, we get the result. [

Definition 3.16 (constant, nearly constant bifuzzy matrix [8], pp.
84). Anm x nbifuzzy matrix 4 = [a;;] is called constant if and
only if a;; = ay; foreveryi, ke {1,2, ...,m},je {l,2,..,n}, A
is nearly constant if and only if a;; = a;;, where i # j for every k
#J.

Theorem 3.17. Let S be ann x n symmetric and nearly irreflexive
bifuzzy matrix. Then the bifuzzy matrix T = I, % S is idempotent
and nearly constant.

Proof. Based on the symmetry of S, we can write the elements
of the bifuzzy matrix 7 in terms of the elements of S as follows:
(S»',-,-, 9?;) if i+,

NS Vs ) if =

ik itk

First, from the definition of #;, we notice that 7" is nearly

constant. Now, we will show that 7 is idempotent. Any element
1 of T? is calculated as:

2 (2) @)
t() <tl,j ) l”/ ) <\/(t1k/\[k/) /\(l‘[,\ \/tk/ >

— ’
= <tm A t,lj, Y tlj) for some 4, [ < n.

ty =t 1) =

However, we have several cases for the indices i, j, 4 and / to
show that l,.(jz) =t;.

Case 1: Suppose that i = j = h = /. In this case we have
/)

Y ’
tl/ tih/\lh/_t /\l l/
and
" "o "o
tij _tilvzlj_[ij\/tij_tij'

Thus, l‘;fz) = l‘,‘j.
Case 2: Suppose that i = j = h # [. In this case we have

/)

t;; =1t asin Case 1. Also,
2 ” "o "o : R
i =g < v =t v =t (since we have i =

D
On the other hand, since we have that S is nearly irreflexive,
_ / I 7 A "o e
= _\/SfA S8 =Sy Sy =Sy VS =h V=1
) @
Thus, ;" =tandsot; =1;.
Case 3: Suppose that i = j = [ # h. In this case we have
(2) . . .
li; =y NGy = AL > 8 A =1, (since i = ).
But
r / / / /oo I 4l ’_
;= é\ksik > S = S NS =Sy NS = A =1
s

/(2)
i

Thus, Z,<2> =t

Also, as in Case 1, we get 7, = tl”/, hence t” =t;.

Case 4: Suppose that i = 1 = [ # j. In this case we have

i NGy =1y N > 1 /\t;] and so t; > z“ But by the defi-
nltron of 1, itis clear that 7}, > 7, (since S is nearly irreflexive)
sothatz; > 1, > ),

@
Thus, 77 = t,h ANl =T NG =1 NS =5 =1
Also, in th1s case we have vl =1tV <t v and so

7@

Z// < Z//
i — “jj°
But t;’] < s” (since S is nearly irreflexive) and so #]; < t”
!
Sije )
2 "o "o Y Y]
Thus, i =Nt =g =tvs] =8l =1

Therefore, t;f-) =t;.

C‘;lse 5: Suppose that j = / = h # i. In this case we have
@

/ Y I 4l oo / o 4!
fy =0 NGy =1 A =5 N (N S)) =85 =1
J#k
and
//(2) T " " " v — ¢
B =gV =tV =5 v(\/s =t}

Case 6: Suppose that i = j # h 75 l In this case we have

t}(]-) =1 Ay > AN =10 A =1 (since i = j). On the
other hand, since we have S is nearly irreflexive

/ Y] Y ©)]
/#\As,k>s > S NSy = S NS =y AN =0
I
@)
Thus, ¢/ t
ij ij
Also,
i ) ” " "o
C;ij =4V tl/ = tu v t - tij
an

no__ M " no_ @
\/ Slk =8 = S‘/1/1 v Sii = S/lh v S - tl/l v t/lj - tij

2
Thus, tl’;( = =1/, and so t(jz) =1

Case 7: Suppose thati =h # ] 75 /. In this case we have

/ I 4/ / / I, ’ ’ / o P
i N1 : =1t Nt =t At andso > 1), > 5. Asin Case
)
4, we get z‘/ =1t
Also,

/! "
spNv s =tV < v

Vi = v(\/s]k)—s (since S'is

nearly irreflexive). So, s, < s
72 Y /- Y ]
W =gt =Sy Vs =8 =1
2
Thus, z;]’ = ti.
Case 8: Suppose that i =/ # h # j. In this case we have

/()
Ly =1, NG, >0 /\t]]_sj]/\(/\sjk)_s =1

j - Therefore,

On the other hand we have

,2)

/ r
t =52 Shh NS =Ly Ny =T
Therefore, t-. = t..,
72 ”
Also, as in Case 4, we get iy =1 . Thus, l,j =t

Case 9: Suppose that j = h #i # l In this case, we have

,2)

—_— ! / —_ = = =
0 =t At = A =8 A (/\ Sje) = Sj; = 1i;
and
2y
;o =1t} as in Case 7. Therefore, tl j = = tjj.

Case 10: Suppose that j =/ # h # i. In this case, we have
o _ /
Ly =ty Ny = A=) A (é&\ks‘,fk) =5 =1
J

/ /o 4! ;o D
On the other hand, 7/, = zshh/\sjj_tihAthj =t
(2)
Thus, 7,7 = 1};.

" " " " ! —l
=N =it =y v(\/s =t}

Therefore, t, ;=i
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Case 11: Suppose that h = # i # j As in Case 8§, t[jz) =1
and t”m = 1/, as in Case 7. Therefore, t, ;

Case 12: Suppose thati £ j #h 7& l. As in Cases 4 and 9,
tfj) = t;;. From the computations of t,j , we find that t,j =t;in
all the above cases and so 7'is idempotent. [J

_tl/

Corollary 3.18. Let A be any m x n bifuzzy matrix. Then the
matrix I, % (A % A") is idempotent and nearly constant.

Proof. By Theorems 3.7 and 3.17. [

Corollary 3.19. Let A be any m x n bifuzzy matrix. Then the
matrix (A * A") * I, is idempotent.

Proof. Notice that ((4 % A)" x1,,))" = I,, % (A % A"). Then by
Corollary 3.18, the bifuzzy matrix (4 * A")" x I,,))" is idempo-
tent. So (A% A")' 1, is idempotent. But (4« A") = A% A"
Thus, (4 % A") % I,,, is idempotent. [

Theorem 3.17 and its corollaries are useful in studying bi-
fuzzy relations (bifuzzy matrices). However, they enable us to
construct an idempotent bifuzzy relation (matrix) from any
given bifuzzy relation (matrix).

Example. Let

(0.5,0.3)  (0.4,0.6) (0.8,0.2) (0.7,0.3)
Ao | 080 901 1.0 (03,06
=1(0.6,04) (0505  (0,1)  (0.8,0.1)
0.7,02)  (0.6,0.3)  (0.9,0)  (0.5,0.4)
Then
S=AxA'
(0.5,0.3)  (0.4,0.6) (0.8,0.2) (0.7,0.3)
0.8,0)  (0.9,0.1)  (1,0)  {0.3,0.6)
0.6,04) (0.5,0.5  (0,1)  (0.8,0.1)
0.7,0.2)  (0.6,0.3)  (0.9,0)  (0.5,0.4)
0.5,03)  (0.8,0) (0.6,0.4) (0.7,0.2)
(0.4,0.6)  (0.9,0.1) (0.5,0.5) (0.6,0.3)
*108,02 (1,0 0, 1) (0.9, 0)
0.7,0.3)  (0.3,0.6) (0.8,0.1) (0.5,0.4)
0.4,0.6)  (0.7,0.3)  (0.5,0.5 (0.6,0.3)
~1(0.7,03)  (0.3,0.6) (0.8,0.1) (0.5,0.4)
= 105,05 (0801  (0,1)  (0.6,0.3)
0.6,0.3)  (0.5,0.4) (0.6,0.3) (0.5,0.4)

It is clear that S is nearly irreflexive and symmetric. Also, let
T =1, % S. That is

(1,0) (0,1) (0,1) (0, 1)
r_lon wmo ©on o
O, 1) (0,1) (1,00 (0, 1)
©,1) (0,1) (0,1) (1,0
0.4,0.6)  (0.7,0.3) (0.5,0.5 (0.6,0.3)
0.7,03)  (0.3,0.6) (0.8,0.1) (0.5,0.4)
*10.5,05 (08,01  (0,1)  (0.6,0.3)
0.6,0.3)  (0.5,0.4) (0.6,0.3) (0.5,0.4)
05,05 (0.3,0.6)  (0,1)  (0.5,0.4)
(04,060 (0504  (0.1)  (0.504)
0.4,0.6) (0.3,0.6) (0.5,0.5 (0.5,0.4)
0.4,06) (0.3,0.6)  (0,1)  (0.5,0.4)

Then it is obvious that 7'is nearly constant and one can show

that it is also idempotent by calculating 77.

Lemma 3.20. For a, b € F, we have:
(D) (@av b) =a“ Ab,(2) (aAb) =a“ Vv be. The proof is trivial.

The following proposition shows the relationship between
the two composition * and o of bifuzzy matrices.

and B =

mxn

Proposition 3.21. For bifuzzy matrices A = [a;;]
[b"f]nxl’ we have.

(1) (A% B)" = A°B,
(2) A% B = (AB)".

Proof. (1) Let R = (A * B)‘ and D = A°B¢. Then
</\ (atk v bl\]) \/ (alk A b” >

<\/ (a A b”/.), k/=\1 (ay v b}c])>
and
dy = <\/ @ A B, k/i\”(a;k v b’kj)>.
Therefore, R = D.

(2) Similarly, we can show that 4« B = (AB)‘. 0O

Corollary 3.22. For bifuzzy matrices A =
C= [Ci./]pxg and D = [di»f]ntxp’

(1) Ax(BxC)=(A*B)«*C,
(2) (A*B) =D ifandonly if A°B° = D°.

[b’/]nxp

[aij]iilxrl’ B =

we have:

From the above corollary, it is seen that the operation x is as-
sociative. We will prove that * is distributive over the operations
v and A in the following proposition.

Proposition 3.23. For any three bifuzzy matrices A, B and C of
order m x n,n x mand n x m respectively, we have:

(1) Ax(BVC)= (A% B)V (A% C),
(2) Ax(BAC) = (A% B) A (A% C).

Proof. (1) Let D=BVC,R=A+«D,G=AxB H=A4AxC
and W = GV H. Then
d,’j = <b \/CI],b” /\CN>

rij = </\(aik Vv dy;), \/(azk A diy) >
k=1
- <k/:\1 (@ v i v c’k/.)), \ (i A by c’k’j))>,
gij = </\ (a,/& \% b]&j) \/ (a” A b” )>
k=

and

</\(a1k Vv Ck]) \/(alk A ck/ >

Thus,
wij = gij V hij

- << A (@ v b’kj)) v (Z\ (@ v ch.)>, (k\’:/1 (@ A b’k{,.)>
/\<\/ (ay A >>

<(a,k VBNV @V 6)),

<= TT>=

(Cag A B A (g c,‘])>>
k
— (A (ao~ @& v ) N (ayn @) /\c)>
<k/\1< ik kj kj ) Ayl( kj kj )
We conclude that A x (BV C) = (A% B) v (4% C).
(2) Can be proved by similar manner. [

Proposition 3.24. For (@], B=

[b’l]nxp and C = [Cij]nxp’

bifuzzy matrices A =
we have:
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(1) A%(BSC) > (4% B)S(A4 %),
(2) A(B6&6C)=ABo AC.

Proof. (1) Let R=BoC,D=A*xR,S=A*xB E=AxC
and H = S© E. Then

(0, b;’,) ift b, < ¢, b}, < ¢
ry=100.1) ifh, < ,,,b;; > d
(b,/, b;/j) it b
Sy = </\ (ay Vb)), \/ (ay, A b} )>
and B
ij = </\ (ay v ¢, \/ (aj N CAJ)>
k=1
Thus,
</\ at/x’ \/(a:}( /\b// > if b;] — lj’b;// < Cz/’
= <k/:\1 i k\/l aik> i b;] =< b;/j Z i
</\(a;kvb/ ), \/(a” Ab” > it b, >c
k=1
and
(0. Vi ni)
k=1
if /\l(a;'k Vb)) = /\ (ay v ;).
\/ (atk A b;;]) < \/ (al/\ A ck/
(0, 1)
S B A DY NCAZ !
\/ (a;;c A b}é]) = \/ (alk A ck]
</\ (alk v b;q) \/ (alk A bl/)>
if /\ (ayvby;) > /\ (@xV e
) k=1 k=1
ie.,

3 / A i
1fbkj L,‘], b <

(0. Vi n,)

=1

hy=10.1)

</\ (v b N b}:,))

We note that D > H. Hence Ax(BSC) > (A% B)S(Ax*C).
(2) Similar to (1). O

N N 7" /"
1fbkj < ck],b,\j >

T / /
1fb” > e

This proposition shows that the operation o is distributive
over the operation ©.

bifuzzy matrices A= [ay], . B=
[d,./.]pm and E = [e,-‘,-]lxg, we have:

Proposition 3.25. For
[bi./]nxl’c = [cij]yxp’ D=

(1) C(Dx A+ B)E < CDx A * BE,
(2) (CxD)A(B*E) < Cx(DAB)* E.

Proof. (1) Let Q=DxAx B, T =CQand R= TE. Thatis R
is the left-hand side of the inequality. Also, let S=CD, H =
BE,G=SxA and W = G« H. That is W is the right-hand
side of the inequality. Then

qij = </n\ [(K(d/ Vawc)) \/b,/xji|’

x=1 =1

(Ve nan)as))
x=I1 u=1

Thus,

k=1

P n [/ m T
=V (crf AL (Awvan)vi,})

k=1 x=1 L \u=1 .

\"/ (ﬁ?(d,z;w;;))mx,- )
x=1 L \u=1 J

<{ ({[< wvan)on]))] o)

! n o m
=V VA A (ehn @, v, v, ne,)
v=1 k=1 x=1u=I
I p n m
=V V AN AN, Ne, )V (N, Ne,)
v=1 k=1 x=1u=1
V(e AD, A )]
and /
r;’] =N,V e’v’j)
v=1
1 P n m
A (A AV [(V danao) ne [} ver )
v=1 k=1 x=1 u=1
I p n m
= AAVV (v @ na,nbi)vey).
v=1 k=1 x=1u=1
Thus,
P
s,/:<\/(clkA s /\(c” v dy; >
k=1
glj = </\ (S‘;u v au/) \/ (Yllt A aZj)
u=1 u=1
{3 (a3 (o)
and

h,'/' = <\/(b/ A evj) /\ (b”, \% e(),])>

=1

Thus
n
wi = N\ (@i VI
x=1
n m V4 1
— i ! / / /
- /\1 /\1 /\/1 (Lik A dku)) 4 Qyx 4 \/l(bxv A evj) )
x= = k= y=
!
—/n\/m\\p/\/ (o nd. Yvd, v . Ne)
- AT Cike ku Qyx xv evj
x=1lu=1k=1v=
I p m n
=VV <(C§k nNdyvd,. v, Ne, ))
v=I1k=1u=1 x=1
and
n
’
le \/ (g\ A h/x )
x=1
n m
=V 1V /\(C vdy,) /\(b” vey)
x=1 u=1
n m p |
=V VA /\( v dl) Al A (B \/e”)>
x=lu=1k=1v=1
I p m n
=A NV VUGAL ALV (Al N
]
=1 k=1 u=1x=I
" " u// = /! /!
v(di Ny ABL) v ( ku/\a /\e‘/))
Since ¢} A dp, /\e J S G Ny, Cy A a, /\ew <da, and
cy N, A”e’\,j <b, A we get rj < WU Also, since
/! a // " /! 4 /!
ch N AU, < l,(, d,‘u/\aw/\e <e¢); and cjpAa,Ae); <
e(/, we get r] > w Thus r,j <w; and R < W.

(2) Similar to (1). O
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