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Abstract The solutions of the space–time fractional diffusion equations and that of the space–
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tion, is early obtained by using the scale invariant method. In this paper, I use this reduced Green 
functions and the scale invariant method to obtain the fundamental solution, Green function, of 
the fractional diffusion equation and henceforth I obtain the solution of the space–time fractional 
Fokker–Planck equation, by applying the Biller ́s transformation between the independent spatial co- 
ordinates of these fractional differential equations. Henceforth, I simulate these solutions in the 3D 

for all the possible values of the space and time fractional orders and also for different values of the 
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1. Introduction 

The aim of this paper is to produce the simulation of the fun-
damental solution of the fractional diffusion and the fractional
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Fokker–Planck equations. For this purpose I use both the
concept of the similarity variable and the Bille ́r s transforma-
tion to transform the fundamental solution of both models.
The main job of the similarity variable is to reduce the partial
differential equations to first order differential equations. Then
the functional form of the partial differential is obtained by
solving the first order differential equations. Blumen and Cole
[1] initiated using the similarity variable to obtain a solution to
the heat equation, 

∂ 

∂t 
u (x, t) = a 

∂ 2 

∂x 

2 
u (x, t) , u (x, 0) = δ(x ) , −∞ < x < ∞ , 

(1.1)
oduction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ). 
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ere a > 0 and is called the diffusion constant. u ( x , t ) is a
robability density function and the conditions imposed on 

t are u (x, t) ≥ 0 , u (±∞ , t) = 0 and 

∫ ∞ 

∞ 

u (x, t) dx = 1 . This
quation describes the diffusion of the free particle, i.e. the 
article diffuses under the action of no force other than those 
ue to the molecules of the surrounding medium are acting and 

ts solution is well known as the corresponding Green function 

r the fundamental solution. 
The same authors in [2] applied the similarity scaling meth- 

ds for other differential equations. Gorenflo and Luchko [3] 
pplied the scale invariant method to find the fundamental 
olutions to differential equations having fractional orders. In 

heir paper the authors firstly introduced the scaling variable 
 = xt −

α
β as an independent variable used to find a special types

f solutions being invariant under a subgroup of the fully sym- 
etry group of the space–time fractional differential equations, 
TFDE , 

D 

 ∗
β u (x, t) = a D 

x θ

α u (x, t) , 

u (x, 0) = δ(x ) , 0 < α ≤ 2 , 0 < β ≤ 1 , (1.2) 

ere θ is the skewness parameter having the restricted values 
 θ | ≤ min ( α, 2 − α) . Later, Mainardi et al. [4] obtained the fun-
amental solution (Green function), G 

θ
α,β (x, t) of the space–

ime fractional diffusion Eq. (1.2) using the similarity variable z . 
hey discussed many particular values of the fractional orders 
, β and the skewness θ and gave convergent series for each 

ase. They discussed in their long paper the scaling property of 
he Green function and its relation to the Lévy strictly stable 
ensities, for β = 1 , and the reduced Green function, for β � = 1,
nd gave convergent expansions for each case. 

Recently, Rodringues [5] followed Gorenflo and Luchko [3] . 
e used the Banach fixed point theorem and the independent 

ariable z = xt −
α
β to study the existence and uniqueness of solu-

ion to the partial differential equation of the fractional orders. 
 wish in this paper to complete my previous works on studying
he Fokker–Planck equation 

 (ζ , τ ) − v (ζ , 0) = L F P v (ζ , τ ) , (1.3)

ith L F P = 

∂ 2 

∂ζ 2 v (ζ , τ ) − d (F (ζ ) v (ζ ,τ )) 

dζ
. F ( ζ ) is an external force. I

m interested here in using F (ζ ) = −bζ as a linear attraction
orce. So far it reads 

∂ 

∂τ
v (ζ , τ ) = a 

∂ 2 

∂ζ 2 
v (ζ , τ ) + b 

d (ζv (ζ , τ )) 

dζ
, v (ζ , 0) = δ(ζ ) . 

(1.4) 

If b = 0 , then one has Eq. (1.1) having the solution u (x, t) =
1 

2 
√ 

πat e 
−x 2 / (4 at) . Consequently by using the Galilei transforma- 

ion of the independent variables ( ζ , t ) to (x − bt , t ) , then the
olution of (1.4) is v (ζ , τ ) = u (x − bt , t ) = 

1 
2 
√ 

πat e 
−(x −bt) 2 / (4 at) 

ith t = τ . I have studied Eq. (1.4) as the space has fractional
rder only or the has time fractional order only so I am go-

ng to complete my results obtained in [6] and [7] to obtain the
undamental solution with both the time and the space have 
ractional orders. Therefore, the space–time fractional Fokker–
lanck equation, STFFPE , or as I prefer to call it the son
odel, is explicitly written as 
D 

 ∗
β v (ζ , τ ) = a D 

ζ θ

α v (ζ , τ ) + b 
d (ζv (ζ , τ )) 

dζ
, 

v (ζ , 0) = δ(ζ ) , 0 < α ≤ 2 , 0 < β ≤ 1 . (1.5) 

The procedure begins by using the fundamental solu- 
ion G 

θ
α,β (x, t) of Eq. (1.2) , (the mother model) , obtained by

ainardi et al. [4] . The next step to obtain the fundamental
olution of the son model is to use the transformation between
he spatial coordinates ( x , t ) of Eq. (1.2) and ( ζ , τ ) of Eq. (1.5) ,
ntroduced by Biller et al. [8] for β = 1 . The new point is that ac-
ording to the inversion of Fourier transformation of the char- 
cteristic function of the son model, Eq. (1.5) , one can deduce
hat the transformation between the two models is also possible 
or 0 < β < 1. 

This paper is organized as follows: In Section 2 , I provide
he reader with the needed notations and used symbols. In 

ection 3 , the fundamental solutions G 

θ
α,β , the Green function,

he similarity variable, and the Bile ́r s transformation between 

he both studied models are given. In Section 4 , I give the par-
icular formulae of the reduced Green functions and the Lévy 
table functions. Finally, Section 5 is devoted to the simulation 

f both models for all the different values of α, β and θ with the
nterpretation of the results. 

. Definition of used symbols 

he used D 

x θ

α is called the Riesz–Feller pseudo fractional differ- 

ntial operator which in Fourier domain reads 

 

{
D 

x θ

α f (x ) ; κ
} = −| κ| αe isig(κ) θπ/ 2 ̂ f (κ) 

= −ψ 

θ
α (κ ) ̂  f (κ) , 0 < α ≤ 2 , κ ∈ R , (2.1) 

here 0 < α ≤ 2 , | θ | ≤ min { α, 2 − α} . −ψ 

θ
α (κ ) is its symbol

ith skewness θ being restricted to the domain | θ | ≤ min (α, 2 −
) , see [15,16] . In the case α = 1 

 

{
D 

0 

1 φ(x ) ; κ
} � = F 

{
dφ(x ) 

dx 

; κ

}
. 

Since −| κ| α = −(κ2 ) α/ 2 , one can set D 

x 0 

α = −( d 2 

dx 2 ) 
α/ 2 , see

10] . This symbol is the logarithm of the characteristic func-
ion of α-stable probability density. The used D 

t ∗
β is the Caputo 

ractional operator which is defined through its image in the 
aplace transform domain as 

 

{
D 

β

∗
f (t) ; s 

} = s β ˜ f (s ) − s β−1 f (0) 

− f̀ (0) s β−2 − · · · − f (m −1) (0) s β−m , s > 0 . 

It is obvious that the Caputo differential operator depends 
irectly on the initial condition f (0). This is the reason that
akes it suitable for dealing with time differentiation. The prop- 

rties of many distributions are easily investigated in terms of 
heir characteristic functions. In this paper, one needs to use the
haracteristic function which is a variant of the Fourier trans- 
orm of the probability density function p ( x ) and is defined as 

{ p(x ) ; κ} = ̂

 p (κ) = 

∫ ∞ 

−∞ 

e iκx p(x ) dx. 
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This characteristic function belongs to an α-stable distribu-
tion, α ∈ (0, 2], see [9] , if and only if it has the form 

log ̂  p (κ) = 

{ 

iμ′ κ − c | κ| α{1 + iβ ′ κ

| κ| w (| κ| , α) 
}

if α � = 1 , 

iμ′ κ − c | κ| {1 + iβ ′ κ

| κ| w (| κ| , α) 
}

if α = 1 . 
(2.2)

Here κ ∈ R , c ≥ 0 , μ′ > 0 and | β ′ | ≤ 1 being the symme-
try parameter. It determines the skewness of the distribution.
β ′ = 0 corresponds to a symmetric distribution. c is the scale
parameter. It measures the spread of the samples from a dis-
tribution around the mean. μ′ is the location parameter and
exp [ iμ′ κ] basically corresponds to a shift in the x - axis of the
probability density function. For 1 < α ≤ 2, μ′ represents the
mean and for 0 < α ≤ 1, it represents the median. A stable dis-
tribution is said to be standard if μ′ = 0 and c = 1 . The used
function w (κ, α) is defined as 

w (| κ| , α) = 

{ 

tan 

πα

2 if α � = 1 , 

(2 /π ) log | κ| if α = 1 , 
(2.3)

For α = 2 , w (| κ| , α) = 0 is the special case of the normal dis-
tribution. According to Feller another definition for the charac-
teristic function of Lévy strictly stable densities is denoted bŷ p α(κ; θ ) and is defined as 

̂ p α(κ; θ ) = exp 

[−| κ| αe 
iθπ

2 sig(κ) 
]
. (2.4)

The range of the parameters is given as: 0 < α ≤ 2, | θ | ≤
min { α, 2 − α} and is visualized by the Feller–Takaysau dia-
mond. The relation between the Gnedebko–Kolmogrov and
Feller in the other side is related to the skewness θ of ̂  p α(κ; θ ) at
Eq. (2.4) and the skewness β ′ of ̂  p α(κ; θ ) at Eq. (2.3) as follows:

β ′ = 

tan 

(
θ π

2 sig(κ) 
)

tan 

(
α

pi 
2 

) , α � = 1 , (2.5)

with μ′ = 0 , c = 1 . Using these definitions, one can write the
characteristic function of Eq. (1.2) as 

 u (κ, t) = E β (−| κ| αt β e isig(κ) θπ/ 2 ) , (2.6)

where E β ( z ) is the Mittag–Leffler function, see [11,12] . So far,
the Fourier–Laplace transformation of Eq. (1.2) reads 

 

 u (κ, s ) = 

s β−1 

s β + ψ 

θ
α (κ ) 

, s > 0 , κ ∈ R , (2.7)

and its inverse Laplace transformation gives the characteristic
function of the mother model, Eq. (2.6) . Hence fourth in the
Fourier–Laplace domain, see [13] , Eq. (1.5) , reads 

 

 v (κ, s ) = 

s β−1 

s β + ibκ + aψ 

θ
α (κ ) 

. 

Therefore, the solution of Eq. (1.5) with the space fractional
derivatives α ∈ (0, 2] and the time fractional derivative β ∈ (0,
1] is related to the solution of Eq. (1.2) , in the Fourier domain,
by the relation 

 v (κ, t) = E β

[(−aψ 

θ
α (κ ) + ibκ

)
t β

]
, (2.8)
 

and for β = 1 , it reads 

 v (κ, τ ) = exp 

[ 
−| κ| α a 

bα
(1 − e −bατ ) e iθ

π
2 sig(κ) 

] 
, 

where sig ( κ) is the sign ( κ). As we see the characteristic functions
of the mother and son models are closely related. Therefore, one
can detect that also the Green functions are related and can be
transformed to each others. In the following section I will ex-
plain this idea in full details. 

3. The concept of the similarity properties and Biler’s 
transformation 

In this section, a survey about the Green function, the similar-
ity variable, and the Biler’s transformation is given. These in-
formation must be in hand before extracting the solutions of
the both studied models. The Green function G ( x , s ) is the so-
lution of the partial differential equation written in the form
LG (x, s ) = δ(x − s ) where L is a linear differential operator and
δ( x ) is the Dirac delta function. Therefore, using u (x, 0) = δ(x )

makes it possible to write the solution of Eq. (1.2) in the follow-
ing integral form: 

u (x, t) = 

∫ ∞ 

−∞ 

G 

θ
α,β (y, t) δ(x − y ) dy, (3.1)

where G 

θ
α,β (y, t) is the Green function or the fundamental solu-

tion. Use Eq. (3.1) and apply the Laplace–Fourier transforma-

tion on Eq. (1.2) , you get 
̂ ˜ G 

θ
α,β (κ, s ) = ̂

 ˜ u (κ, s ) . Using the scaling
properties of the Fourier and Laplace transformations 

F{ f (ax ) ; κ} = a −1 ̂ f (κ/a ) , a > 0 , 

L{ f (bt) ; s } = b −1 ˜ f (s/b) , b > 0 . (3.2)

Using Eqs. (3.1) and (3.2) , one can deduce the Green func-
tion as, 

G 

θ
α,β (x, t) = t −

β
α K 

θ
α,β

(
xt −

β
α

)
, (3.3)

where z = xt −
β
α is the similarity variable and K 

θ
α,β (xt −

β
α ) is a

function to be detected later. I am using here the same notation
of [4] to avoid confusion. Using Eq. (2.1) and its properties, one
can prove that 

G 

θ
α,β (κ, t) = G 

θ
α,β (−κ, t) = G 

−θ
α,β (−κ, t) , (3.4)

and G 

θ
α,β (0 , t) = E β (0) = 1 . Biller et al. [8] proved in their pa-

pers that the following transformations occur between the two
independent pairs ( x , t ) and ( ζ , τ ) of Eqs. (1.2) and (1.5) for
β = 1 , see also [14] , 

ξ = x (αt + 1) −1 /α, τ = α−1 log(αt + 1) , (3.5)

or vice versa 

x = ξe τ , t = 

1 
α

(e ατ − 1) . (3.6)

Using Eqs. (3.5 ) and ( 3.6) , you can write 

v (ξ , τ ) = (αt + 1) 1 /α u (x, t) , (3.7)
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Fig. 1 Special formulae of L 
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r using (3.7) , you can write 

 (x, t) = e −τ v (ξ , τ ) . 

Using these transformations, one deduces that every solution 

f Eq. (1.2) is a solution to Eq. (1.5) . According to Eq. (2.8) ,
his is truth also in the case β < 1 as the solution is expressed
n terms of the Mittag–Leffler function, E β (−t β ) which has the
ollowing properties. It exhibits a behavior similar to that of a 
tretched exponential for 0 < β < 1 and for small values of t 

 β (−t β ) � 1 − t β

�(β + 1) 
� exp {−t β/ �(β + 1) } , 0 
 t 
 1 . 

(3.8) 

Whereas for large t , it has the asymptotic representation 

 β (−t β ) ∼ sin (βπ ) 

π

�(β) 

t β
, t → ∞ . (3.9) 

. Particular formulae of the Green functions 

he particular solutions of the mother model are given accord- 
ng to the special formulae of K 

θ
α,β (xt −

β
α ) and the similarity vari-

ble z = xt −
β
α which in accordance are related to the values of

, β and θ , see [15] and the appendices of [14] . These special
ormulae, characteristic functions, are a class of Lévy strictly 
table densities. For ease of writing as β = 1 , we can replace
he notation K 

θ
α, 1 (z ) by the Lévy notation L 

θ
α(z ) which with the

imilarity variable is satisfying 

 

θ
α, 1 (x, t) = t −1 /αL 

θ
α (x/t 1 /α ) . (4.1) 

The procedure is to use L 

θ
α(x ) , then apply Eq. (4.1) , you get

he Green function, fundamental solution, of Eq. (1.2) . After 
hat apply the Biler’s transformations, Eqs. (3.5) and (3.6) , you 

et the solution of the son model at Eq. (1.5) . 
The Gaussian case, the standard diffusion, is for α = 2 and 

= 0 , and is defined as 

 

0 
2 (z ) = 

1 
2 
√ 

π
exp(−z 2 / 4) , z = xt −

1 
2 . (4.2)

The Cauchy case is in accordance to α = 1 and θ = 0 and is
efined as 

 

0 
1 (z ) = 

1 
π

1 
z 2 + 1 

, z = x/t, (4.3) 

hen apply the previous steps. It is worth to define the singular
irac function L 

±
1 (x ) = δ(x ± 1) . 

The Lévy–Smirnov case is in accordance to α = 1 / 2 and θ =
1 / 2 , and is written as 

 

−1 / 2 
1 / 2 (z ) = 

z −3 / 2 

2 
√ 

π
e −1 / 4 z , z = x/t 2 . (4.4) 

For α = 1 and 0 < | θ| < 1, one has to use the following
pecial spectral function: 

 

θ
1 = 

1 
π

cos (θπ/ 2) 

[ z + sin (θπ/ 2)] 2 + [ cos (θπ/ 2)] 2 
− ∞ < z < ∞ . (4.5) 
These special cases of the spectral functions, L 

θ
α (z ) ,

qs. (4.2) and (4.4) , are plotted in Fig. 1 . Unfortunately, no
losed form expressions exist for general α-stable distributions 
ther than Cauchy, Gaussian and Lévy–Smirnov. However, 
ower series expansions can be derived for L 

θ
α (z ) . Feller [16] has

iven convergent and asymptotic power series of L 

θ
α (z ) , where

 is the similarity variable. Later, Schneider [17] has corrected 

hese formulae. The series are given for z > 0 and you can use
he symmetry relation L 

θ
α (−z ) = L 

−θ
α (z ) to determine the be-

avior as z < 0 while the behavior near zero and infinity is given
eparately. 

First the case 0 < α < 1: this case has three convergent series.
he formulae for −α ≤ θ ≤ α, 

 

θ
α (z ) = 

1 
πz 

∞ ∑ 

n =1 

(−z −α ) n 
�(1 + nα) 

n ! 
sin 

(nπ

2 
( θ − α) 

)
, z > 0 , 

z = x/t 1 /α, (4.6) 

ts formulae near the origin but for −α < θ ≤ α

 

θ
α (z ) ∼ 1 

πz 

∞ ∑ 

n =1 

(−z ) n 
�(1 + n/α) 

n ! 
sin 

(nπ

2 α
( θ − α) 

)
, z → 0 + , 

(4.7) 

nally near the origin and for θ = −α

 

−α
α (z ) ∼

{
1 

2 π(1 − α) 
α1 / (1 −α) 

}1 / 2 

z −a 1 e −b 1 z 
c 1 

, (4.8) 

ith 

 1 = 

2 − α

2(1 − α) 
, b 1 = (1 − α) αα/ (1 −α) , c 1 = 

α

1 − α
. 

Second the case 1 < α < 2: this case has a convergent series
or any z ∈ R , where z = x/t 1 /α and two asymptotic representa-
ions corresponding to the value of θ . 

 

θ
α (z ) = 

1 
πz 

∞ ∑ 

n =1 

(−z ) n 
�(1 + n/α) 

n ! 
sin 

(nπ

2 α
( θ − α) 

)
, 

z > 0 , | θ | ≤ 2 − α, (4.9) 

or α − 2 < θ ≤ 2 − α and z → ∞ 

 

θ
α (z ) ∼ 1 

πz 

∞ ∑ 

n =1 

(−z −α ) n 
�(1 + nα) 

n ! 
sin 

(nπ

2 
( θ − α) 

)
, (4.10) 
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Table 1 Used parameters in the calculations. 

Case Figure α β θ

L 

0 
1 (z ) , L 

0 
2 (z ) , L 

−1 / 2 
1 / 2 (z ) Fig. 1 α = 1 , α = 2 , α = . 5 β = 1 θ = 0 , θ = 0 , θ = 0 . 5 

Mother model u ( x , t ) Fig. 2 α = 2 β = 1 θ = 0 
Son model v (ζ , τ ) Fig. 3 α = 2 β = 1 θ = 0 
Mother model u ( x , t ) Fig. 4 α = 1 . 0 β = 1 θ = −0 . 5 
Son model v (ζ , τ ) Fig. 5 α = 1 β = 1 θ = −0 . 5 
Mother model u ( x , t ) Fig. 6 α = 0 . 5 β = 1 θ = −0 . 5 
Son model v (ζ , τ ) Fig. 7 α = 0 . 5 β = 1 θ = −0 . 5 
Mother model u ( x , t ) Fig. 8 α = 1 β = 1 θ = 0 . 75 
Son model v (ζ , τ ) Fig. 9 α = 1 β = 1 θ = 0 . 75 
Spectral L 

0 . 5 
0 . 8 (z ) Fig. 10 α = 0 . 8 β = 1 θ = 0 

Spectral L 

0 . 4 
0 . 9 (z ) Fig. 11 α = 0 . 9 β = 1 θ = 0 

Mother model u ( x , t ) Fig. 12 α = 0 . 75 β = 1 θ = 0 . 5 
Son model v (ζ , τ ) Fig. 13 α = 0 . 75 β = 1 θ = 0 . 5 
Spectral L 

0 . 4 
1 . 5 (z ) Fig. 14 α = 1 . 5 β = 1 θ = 0 . 4 

Spectral L 

0 . 1 
1 . 75 (z ) Fig. 15 α = 1 . 75 β = 1 θ = 0 . 1 

Mother model u ( x , t ) Fig. 16 α = 1 . 75 β = 1 θ = 0 . 25 
Son model v (ζ , τ ) Fig. 17 α = 1 . 75 β = 1 θ = 0 . 25 
Wright function M Fig. 18 α = 2 β = 0 . 75 
Wright function M Fig. 19 α = 2 β = 0 . 5 
Mother model u ( x , t ) Fig. 20 α = 2 β = 0 . 75 θ = 0 
Son model v (ζ , β) Fig. 21 α = 2 β = 0 . 75 θ = 0 
K 

θ
α,α Fig. 22 α = 0 . 75 β = 0 . 75 θ = 0 . 5 

K 

θ
α,α Fig. 23 α = 1 . 5 β = 1 . 5 θ = 0 . 4 

Mother model u ( x , t ) Fig. 24 α = 0 . 75 β = 0 . 75 θ = 0 . 6 
Son model v (ζ , τ ) Fig. 25 α = 0 . 75 β = 0 . 75 θ = 0 . 6 
Mother model u ( x , t ) Fig. 26 α = 1 . 5 β = 1 . 5 θ = 0 . 4 
Son model v (ζ , τ ) Fig. 27 α = 1 . 5 β = 1 . 5 θ = 0 . 4 
Mother model u ( x ) Fig. 28 α = 2 β = 0 . 75 θ = 0 
Son model v (ζ ) Fig. 29 α = 2 β = 0 . 75 θ = 0 
Mother model u ( x ) Fig. 30 α = 0 . 75 β = 0 . 75 θ = 0 . 4 
Son model v (ζ ) Fig. 31 α = 0 . 75 β = 0 . 75 θ = 0 . 4 
Mother model u ( t ) Fig. 32 α = 1 . 25 β = 1 θ = 0 . 5 
Mother model u ( x ) Fig. 33 α = 1 . 4 , α = 1 . 6 , α = 1 . 8 β = 1 θ = 0 . 5 
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and finally for θ = α − 2 and z → ∞ 

L 

α−2 
α (z ) ∼ (2 π(α − 1) α1 / (α−1) ) −1 / 2 a 2 e −b 2 z 

c 2 
, (4.11)

where 

a 2 = 

2 − α

2(α − 1) 
, b 2 = (α − 1) αα/ (α−1) , c 2 = 

α

α − 1 
. 
I have listed all the needed convergent series for z > 0 and the
asymptotic formulae but to plot these relations we still need
their values at z = 0 which for β = 1 is calculated from the fol-
lowing equations: 

L 

θ
α(0) = K 

θ
α, 1 (0) = 

1 
πα

�(1 /α) cos 
(

θπ

2 α

)
, 0 < α ≤ 2 . (4.12)
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M

w  
That means, Eq. (4.12) is valid for all values of α ∈ (0, 2]. 
The matter with the time fractional is slightly different. In 

rder to get the solution of Eq. (2.6) as a function of ( x , t ), one
eeds to use the so called M -function which is a special form
f the so called Wright function, see [18–21] . In [21] , Mainardi
as presented the Wright function and the Mittag–Leffler func- 
ions and the relation between them in full details. M -function 
s defined as d
 β (z ) = 

∞ ∑ 

n =0 

(−z ) n 

n !�[ −βn + (1 − β)] 

= 

1 
π

∞ ∑ 

n =1 

(−z ) n −1 

(n − 1)! 
�(βn ) sin (πβn ) z ≥ 0 , (4.13) 

here 0 < β < 1. The first special case is the time-fractional
iffusion equation having the Green function 
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G 

0 
2 ,β (x, t ) = 

1 
2 

t −β/ 2 M β/ 2 (| x | /t β/ 2 ) , −∞ < x < ∞ , t ≥ 0 . 

(4.14)

For z → ∞ , G 

0 
2 ,β (z ) is interpreted as a symmetric probability

density function evolving in time with a stretched exponential
decay as 

G 

0 
2 ,β (z ) = 

1 
M β/ 2 (z ) ∼ az (β−1 / 2) / (1 −β) exp[ −bz 1 / (1 −β) ] , 
2 
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K
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t

K

here 

 = 

1 √ 

2 π(1 − β) 
> 0 , b = 

1 − β

β
> 0 

Dealing with both the fractional orders α and β is more com- 
licated. You have to distinguish the cases α = β, α < β, and α

 β. First the case α = β, to calculate the spectral functions and
ence forth the fundamental solutions by using the similarity 
ariable z = (x/t β/α ) , you have to use the following formula: 
 

θ
α,α (z ) = 

1 
π

z α−1 sin 

[
π

2 (α − θ ) 
]

1 + 2 z αcos 
[

π

2 (α − θ ) 
] + z 2 α

, 

0 < α < 2 , 0 < z < ∞ . (4.15) 

econd the case as α < β, β � = 1 with | θ| ≤ α, one has to use
he formula 

 

θ
α,β (z ) = 

1 
πz 

∞ ∑ 

n =1 

�(1 + αn ) 
�(1 + βn ) 

sin 

[ nπ

2 
(θ − α) 

] 
(−z −α ) n , 

0 < z < ∞ . (4.16) 
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Third the case as α > β, i.e. 1 < α < 2 with | θ | ≤ 2 − α, you
have to use the formula 

K 

θ
α,β (z ) = 

1 
πz 

∞ ∑ 

k =0 

�(1 − αk ) 

�(1 − βk ) 
sin 

[
kπ

2 
(θ − α) 

]
(−z α ) k 

+ 

1 
πz 

∞ ∑ 

k =0 

�(1 − k/α)�(1 + k/α) 

k !�(1 − β

α
k ) 

sin 

×
[

kπ

2 α
(θ − α) 

]
(−z ) k z > 0 (4.17)
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When computing this equation you find that the factor 
(1 − k/α)�(1 + k/α) gives infinity of some values of k , and

o you cannot plot this equation. The alternative way is to com-
ute only its asymptotic representation as z → ∞ , with taking 

nto consideration that θ has not any extremal values i.e. for 
 < α < 2, then θ < 2 − α, namely 

 

θ
α,β (z ) ∼ 1 

πz 

∞ ∑ 

n =1 

�(1 + αn ) 
�(1 + βn ) 

sin 

[ nπ

2 
(θ − α) 

] 
(−z −α ) n , 

z → ∞ . (4.18) 

If θ has extremal value, i.e. θ = −α, for the case 0 < α < β,
hen one has to use for z : 0 → ∞ the following formula: 

 

θ
α,β (z ) ∼ 1 

πz 

∞ ∑ 

n =1 

�(1 + αn ) 
�(1 + βn ) 

sin 

[ nπ

2 
(θ − α) 

] 
(−z −α ) n , 

z : 0 → ∞ . (4.19) 

As in the case β = 1 , you have to compute this case at z = 0
rom a separate formula, namely 

 

θ
α,β (0) = 

1 
πα

�(1 /α)�(1 − 1 /α) 

�( 1 − β/α) 
cos 

[
θπ

2 α

]
. (4.20) 

Now one has all the needed formulae to simulate the fun-
amental solutions of Eq. (1.2) and of Eq. (1.5) for all values
f α, β and θ . One has to be aware of the value of the spatial
oordinates in computing the numerical results. 

. Numerical results 

n the following Table 1 lists all the numerical results which I
ave calculated to simulate the previous formulae for different 
alues of the variables α, β, θ , x , ζ and τ . To plot the spec-
ral function, you have to divide the interval into three intervals
he first is at z = 0 , the second is for z → 0, and the third for
 → ∞ . As you see in the case 1 < α < 2, with | θ | < 2 − α,

he interval z : 0 → 1 is more stable than in the case 0 < α <

, with | θ| ≤ α. The results obtained are consistent with all
y previous works. For example in [6,7] , I used the finite dif-

erence scheme to find the approximation solution of the son 

odel. In this paper I used the Green function to simulate the
nalytical solution of the mother and son models in 2D and 3D.
here are other authors who also used other methods to simu-

ate the space time fractional diffusion processes. For example, 
l Danaf [22] studied the numerical solution of the s space–time

ractional diffusion equation by using the spline function. The 
uthor analyzed the stability of the derived difference scheme. 
iu et al. [23] used the method of lines to solve a special form
f Fokker–Planck equation that describe the concentration of 

arge number of independent solute particles. 
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