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Abstract In the present paper, we establish some direct results in simultaneous approximation for
Baskakov—Durrmeyer—Stancu (abbr. BDS) operators D,(f";)(f,x). We establish point-wise conver-
gence, Voronovskaja type asymptotic formula and an error estimate in terms of second order mod-
ulus of continuity of the function.
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1. Introduction

For fe C[0,00), a new type of Baskakov—Durrmeyer type
operator studied by Finta in [2] is defined as

D) = pi(x) / b0+ pg(0), (L)
k=1 0

where
n+k—1 xk
n. x: %’bfl,t
pato= (") e e
1 lk_l

- B(k,n+1) (1 + ¢y (1.2)
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These operators are different from the operators studied in [1],
[6] and [7]. It is observed that D,(f, x) reproduce constant as well
as linear functions. Gupta et al. [8] estimated point-wise conver-
gence, asymptotic formula and inverse result in simultaneous
approximation for the operators (1.1). Govil and Gupta [4]
used iterative combinations of such operators to improve the
order of approximation. Very recently, Verma et al. [10] consid-
ered Baskakov—Durrmeyer—Stancu (abbr. BDS) operators as
follows:

DIV (fx) = puilx) /o OC b"‘k(t)f(}:r; ) “

k=1

+p,,_o(x)f(ﬁ)7 (1.3)

where the Baskakov and Beta basis functions are given in (1.2)
and the parameters o, f satisfy the conditions 0 < a < f. In
[10] authors studied some approximation properties, asymp-
totic formula and better estimates for these operators.

The aim of the paper is to study pointwise convergence, a
Voronovkaja type asymptotic formula and an estimate error
in simultaneous approximation by the BDS operators.

1110-256X © 2012 Egyptian Mathematical Society. Production and hosting by Elsevier B.V. Open access under CC BY-NC-ND license.

http://dx.doi.org/10.1016/j.joems.2012.07.001


mailto:vijaygupta2001@hotmail.com
mailto:durvesh.kv.du@gmail.com
mailto:durvesh.kv.du@gmail.com
mailto:pna_iitr@yahoo.co.in
http://dx.doi.org/10.1016/j.joems.2012.07.001
http://www.sciencedirect.com/science/journal/1110256X
http://dx.doi.org/10.1016/j.joems.2012.07.001
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/

184

V. Gupta et al.

2. Preliminary results
In the sequel, we shall need the following results:

Lemma 1. [5] Let m € N UO. If the mth order is defined as
o0 k m

Tunlo) = 3 s (5 =)
=0

then T, o(x) = 1, T,,;(x) = 0 and also there holds the recur-
rence relation:

Tn,m+1(x) = X(l + x)[T/,,‘m(x) +mTy (x)]

Consequently, we have T,,,,(x) = O(n~L("mT1)12])

Lemma 2. [10] If we define the central moments as

Hun3) = D (1= 3",
S .

= A b (t — x| dt o(X)| ———x) .meN
S [ a0 (5 =) a9 ()

Then, p,o(x) =1, w,,(x) = “njz," and for n > m we have the fol-
lowing recurrence relation:

(=) (1 )t 1 (6) = (1) B, () + 1t ()]
(0= ) = 2o (n-+ B)) + i, (4)
o

ST S S| P

From the recurrence relation, it can easily be verified that for all
x € /[0,00), we have

fu () = O(n7 1 D/2),

+

Remark 1. From Lemma 2, we get that D™ (¢ x) is a poly-
nomial in x of degree exactly m, for all m € N°. Further

DD (m x) =31, (T) %D”(ﬂ',x) and we can write as

n"(n+m—Dln—m)!
(n+ B)"nl(n—1)!
mn"™ Y (n+m —2)!(n —m)!
(n+pB)"nl(n—1)!
+a(n —m4+ 1)]x"!
m(m — V)" 2a(n+m —3)/(n—m+ 1)!
(n+ B)"nl(n—1)!

X {n(m )+ M] X2 4 O(n?).

DA (1", x) =

[n(m —1)

2

Lemma 3. [5] There exist the polynomials q;;,.(x) independent
of n and k such that

Pe(1 + X)}"% Pac0) = D0 ik = nx) g, (x)p, ().

2i+j<r
i,j=0

Lemma 4. Let f be r — times differentiable on [0,00) such that
() =0(f),y > 0ast— oo. Then forr = 1,2, ..., we
have

00

) (ntr = Dln—1)!
(D] (f,x) =~ (n—i—/f)"n!(ni o kZO:PWk(X)

o t+ o
X L L) mre dt.
/0 i (n+ﬁ

/2 n/2
foat) =2 / (110) -

=3

The proof of the above lemma easily follows along the lines of
the proof of ([7], Lemma 2.3).

Definition 1. The mth order modulus of continuity
wu(f,d,[a, b)) for a function continuous on [a,b] is defined by

wn(f; 8, [a,b]) = sup {|A}f(x)| : |h| < & x,x+h € [a,b]}.

For m = 1, w,,(f,0) is usual modulus of continuity.

Definition 2. Let us assume that 0 < a < a; < b; < b < 0,
for sufficiently small # > 0 the Steklov mean f,, of 2-nd
order corresponding to fe€ C,[a,b] and ¢ € I, is defined as
follows:

Af(0))dtdt

n/2 J—n/2
where & = (t; + t,)/2 and A,21 is the second order forward dif-
ference operator with step length /. For f'€ Cla,b], f, » satisfy
the following properties ([9]):

(1) fy.2 has continuous derivatives up to order 2 over [a;,b];
(2) Hfﬂ-l”C[al.b,] < Coy(fyn,la, b)), r = 1,2

Q) f = faller 5, < Cn(fn, [a, bl);

@ (152l car sy < C2 1

) Wn2llew sy < CIAl

where C’s are certain constants which are different in each
occurrence and are independent of f"and #.

Lemma 5. [3] Let f€ C[a,b].Then,

}ff;é/x

2k .
< C{ Wnatllctun + WAt}

=1,2,...,2k—1,

Cla,b]
where Cis are certain constants independent of f.

3. Direct results

This section deals with the direct results, we establish here
pointwise approximation, asymptotic formula and error esti-
mations in simultaneous approximation.

We denote C,[0,00) = {f'e C[0,00):/(r) = O("),y > 0}. It
can be easily verified that the operators D*P)(f, x) are well de-
fined for f'e C,[0,00).

Theorem 1. Let o, f be two parameters satisfying the conditions
0<a< B If reN,fe€ C0,00) for somey > 0 and f™ exists
at a point x € (0,00), then

tim [DE]" (f,x) = 1) (x). (3.1)

Further, if f" exists and continuous on (a—nb+n)c
(0,00), n > 0, then (3.1) holds uniformly in [a,b].

Proof. By Taylor’s expansion of f, we have

" P2 e —
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where &(t,x) = 0 as t — x.

, (D) )
CONEE B SRR
+ [P (61, ) (1 — x)', x)
=5L+5L

In view of Remark 1, we have

=y s (j) (=) DD, 2

:ﬁ()(

r!

n(n+r—1)(n—r) r')
(n+p)nl(n =11
(n

(
B n +r71)'(n71
=0 (" e

)—>f” as n — oo.

Next, we estimate /, by using Lemma 3, we have

L= >

2i+j<r
i,j=0

°° nt+ o g
></0 b,Lk(t)a(l,x)(n_’_ﬁ fx> dt

(n+r—1) . o "
W(ler) a(O,x)<n+ﬁfx)

q—(x)) > sk )

x(1+x

+ (=

n< Y- ”%%%%%E)ﬂ()w all

2itj<r i
i,j=0
* nt+o | (m+r—1)
X boi(t)|e(t, x)||—— — x| dt + ———=(1
[ bostonste[ 2 s S

r

+x)7"1e(0, x)| - X

o

n+f
= 13 + 14.

Since &(t,x) = 0 as t — x, for a given ¢ > 0 there exist 6 > 0

such that| &(z,x) whenever| 7 — M < 6, further if / is any inte-
ger >max{y,r} then we find a constant K > 0 such that

r y
Jo(t, x) |2 x‘ < K| x‘ . Thus
L =C, Z n Em P ()] — nx|/ / b (1) |—— mEr_ . rdt
A = 1—x|<d n+p
2i4j<r k=l J1=x]
ij>0

nt+ o

+8

+/ Kbnl\(t) \’ dt} =I5+ I.
|t=x|=6

Applying Schwarz inequality for the integration and summa-
tion we have

x)|k — nxf (/ by (1 dt)

I5<8C1 Z an

2i+j<r k=l
iLjz0

© nt+ o r\?
([l

< eC Z "’ (ipmk(x)(k - nx)2j>7

2i+j<r k=1
1
2r 2
- x) dt) ,

ij>=0
bui(t)dt = 1. Making use of Lemma 2, we get

X (kzoc;l’n,k(x) /000 b (1) (}Z:;
Zl’ x (** \)2/ —(1+ x)*”(,x)l/}

as [°
=om”). (3.2)

)

> Pu )k = nx)” = n¥

k=1

=nY[0(n”) + O(n™*)] (for any s > 0)

Also, by using Lemma 2 and arguing as above, we have

= 0 nt + o 2"

X b, (t —x| dt=0(m"). 3.3
> pu) [t (55 ) ar= 00 (53)
Thus
<eC Y o) - 0(n ") = 0(1).

2i+j<

ij=0

Next, using Schwarz inequality for the integration and summa-
tion, in view of (3.2) and (3.3), we have

Z E [’7/\ |k*}’l.xl/
Zz+] k=
i,j = 0
nt+ o /
X b, (t — x| dt
/\;—x\;é 1/() I’l-‘rﬁ '

1

x)|k — nxf (/ b,,‘k(t)dt>
|t—x|=0

i,j =0
1

nt+ o 7\’
(1 oy

<G Z " (ipmk (x)(k — nx)2j>2

2ij<r \k
ij>0

nt + o
( / Pl (n+ﬂ
= Z n- 0 0(n") =

2i4+j<r
i,j=0

DD YN

21 +j<r k=l

where m is an integer >7. Thus due to the arbitrariness of ¢, it
follows that I3 = o(1). Also, I, > 0 as n— oo and hence
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I, = o(1). Combining the estimates /; and I, we obtain the de-
sired result (3.1).
This completes the proof of theorem. O

Theorem 2. Let f€ C,[0,00) be bounded on every finite sub-
interval of [0,00) admitting the derivative of order (r + 2) at
a fixed x € (0,00). Let f(t) = O({") as t— oo for some
v > 0, then we have

timn([DG](x) ()

=r(r—1—=B"x) 4+ [r(1 + 2x) + o — ] (x)
+ x(1 4+ X)) (x). (3.4)

Proof. By Taylor’s expansion of f, we have

+2 ,)
Zf(

where &(t,x) > 0 as t — x and &(t,x) = o((t — x)° %) as t — 0o
for some 6 > 0,
Using Lemma 4, we can write

)r+2

x) +e(t,x)(t —x

I

(o] o] = S04

+ n[[fo‘ﬁ 17 et %) (£ — x)*2, x)}
=L +1.

D xﬂmfwuﬂ

By Lemma 2 and Remark 1, we have

wa(/)' Z( ) ) [Dzﬁ)] x) = nf(x)
) -

:f%n “Di"m} ')(t',x) — (r!)]
Epdeares

r+2)( 2)(r+ 1) .
a([f) (', f r+2)r+ 1) o
}*u+m”{ 0D eipemoe, v

+(r+2)(=x) [DEP) (1 3 + [P (2, x)}

Wntr=Din-nl .,
:"Paimﬁ@tﬁr*@Wu>

S S n(n+r—Din—nt
d (R e
4l —r—1)! . '
- O

(r+ ' (n+r—Dn—r—1)! {m+cxn—r}i'}
(n -+ p) il = 1)!
f("“)(«){('+2)(r+l) z”("+'*1)(”*’)'r
(r+2)! 2 (n+B)nl(n—1) :
,(r+2)x<"( (j;)le(n"(n: 1)1)'( r+ 1)l
(r+ D' (n+r—Dn—r—1)! {m+cxn—r}i'>
(n-+ )l = 1)!
w24+ D) n—r—2)! (r+2)!Vz
(B -1 2
(r+2)n'(n+r)(n—r—
(n+B)nln = 1)!
+oa(n—r—1)}r+1)x
(r+2)(r+ Ornoa(n+r—1)(n—r—
(n+p) " nl(n— 1)

+n

I{n(r-s— 1)

)
'{nr+

oz(n; r)}r!

Now the coefficients of f(x)/" " P(x) and /" ?(x) in the
above expression are respectively r(r — 1 — f), r(1 + 2x) +
o — fpxand x(1 + x) respectively, which follow by using induc-
tion hypothesis on r and taking the limits as » — co. Hence in
order to prove (3.4), it suffices to show that [x(1 + x)]', —> 0
as n — oo, which follows on proceeding along the lines in the
estimation of I, as done in Theorem 1. [

Theorem 3. Let fecC,[/0,00) for some y >0 and
0<a<a; <b; <b<oco Then for n sufficiently large, we
have

< C r) —1/2 b
Clay ] le(f( L 7[(117 ID

H[Dy,/;)](r)(ﬁ‘) B

+ Con”HIA]L,
where C; = Cy(r) and C, = Cy(r,f).

Proof. we can write

H [Dl(ia,/x)](r)(ﬁ ) g

o LR GTAR)
((f f12) )C[u],b]]
+ H Dnat,/f) )( 71727v) _f,g")z
+fp s

=S5 +5+Ss

Clay by

Clay 1]

Clay bi]

Since n,)Z = (), > hence by property (3) of the Steklov mean,
we get
S5 < Cron (7, [a, b]).

Next, using Theorem 2 and Lemma 5, we get

2+r
o i) 2+r)
SZ < Czn Z M],Z MZ Cla,b] }

By applying properties (2) and (4) of Steklov mean, we obtain
Sy < Can I, + 020247, 1, [a, b))}

Finally, we estimate S, choosing a",b" satisfying the condition
0<a<d <a <b <b"<b< oo Also let () denotes
the characteristic function on the interval [a*,b*], then

S < H [D’gu.m}(r) (X([)(f(z) = fu2(), .)‘ ]

|17 (1 = 2 O) ) ~ fra0), )|
=S4+ Ss.

o < € { el +

Clay by]

By Lemma 4, we have

r - n r— n—r 'S
(D] (40 (1) — f2(0)), %) = (( I BY nll()n(fl).) ,;p"*“k(x)

[ bt (2)

) nt—+ o
(e

o S =7

Hence,

H (oc/i

A0 £,

Tar b
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Now for x € [a1,b;] and ¢ € [0,oo)\[a*,b*], we choose a § > 0

nt+a

satisfying [20E2 — x‘ > 0. By Lemma 3 and Schwarz inequality,

we have

I=1[De]" (1 - (e ))(f( )~ fa (1)), )|
\q, .
< S P lk = nxt
2i§< r I+ ’C) Zp '
ij=0

o feg) (255

(nt+r—1! - . o o
+W(1 +x) 7" (1= x(0) f<m> =2 (m)'
<alld X A puk-nt [ b

2i +j <r k=1 |t—x|<d
i,j =0

(n4+r—1)! N

+7(n ~1) (I+x)""}
0 12
< Gl o7 n i (X) |k — nx|/ b (t)dt
o 2i -§< r /‘Z:p / </0 ' )
ij=0
X /Xb (l)(m+ x_ Y)Alvdt " +7(n+rf Dt (1+x)™""

Jo n+p (n—1)! !

- 12
<Gl Y n‘{zp,,\k(w(k ) = (14 x) "(—nx)zf}
2itj<r Ue

ij>0

0 4s 12 r
x (/0 bn,k(r)@’:;—x) dt) AL ’Ti)”’(lﬂ)*"*f

Hence by making the use of Lemmas 1 and 2, we get

1< G, <6200 ) < CoIfl,s q=s-r/2,

where the last term vanishes as n — oo. Now choosing m > 0
satisfying ¢ > k, we have

< G|,
Therefore by property (3) of Steklov mean, we obtain
S] S C90)2(f< a b]) + C7I’l IHf”

Choosing 1 = n’”2 the theorem follows. [J
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