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Abstract In the present article, we define difference operators By (a[m]) and By(a[m]) which rep-

Difference operators

By (a[m]) and By(ajm));
Cesaro mean operator;
Riesz mean and generalized
mean operator

resent a lower triangular and upper triangular infinite matrices, respectively. In fact, the operators
B;(alm]) and By(a[m]) are defined by (B.(a[m])x), => 1 oari(i)xk—; and (By(alm])x),
=3 arsi(i)xpsi for all k,m € Ny ={0,1,2,3,...}, where a[m] = {a(0),a(1),...a(m)}, the set of
convergent sequences a(i) = (ax(i))cn, (0 < i < m) of real numbers. Indeed, under different limiting
conditions, both the operators unify most of the difference operators defined by various triangles
such as 4,4V 4™ A" (m e Ny), 4%, 4% (« € R), B(r,s), B(r, s, 1), B(7,§,1,i1), and many others.
Also, we derive an alternative method for finding the inverse of infinite matrices By (a[m]) and
By(ajm]) and as an application of it we implement this idea to obtain the inverse of triangular
matrices with finite support.
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1. Introduction, preliminaries and definitions

Difference operators are one of the important subclasses of
Toeplitz operators where most of them are reduced to triangles
under different limiting conditions. Triangular matrices have
several applications in scientific computations and engineering,
and the most useful contributions are solving the system of
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linear equations and finding spectral properties of bounded
linear operators. Several methods have been employed to find
the inverse of a triangle such as back ward substitution and elim-
ination methods. The main idea of this note is to study certain
triangles and derive an alternative method for their inverses.

Let w be the space all real valued sequences and for
m € Ng,alm] be the set of convergent sequences a(i)
= (@ (1)) en, (0 < i< m) of real numbers. Let x = (xz) be
any sequence in w, then we define the generalized difference
operators By (a[m]) and By(a[m]) as :

(Br(alm])x), = ax(0)xx + ar—1 (1) X1 + ar2(2) x50 + -+ -
+ a/c—m(”n)xk—m and

(Bu(a[m])x), = ax(0)xx + a1 (1)xp 1 + ary2(2)Xpa + -+
+ a/c+m(m)xk+m (k S NO)
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It is being understood conventionally that any term with neg-
ative subscript is equal to zero. The operators By (a[m]) and
By(a[m]) can be expressed as a lower triangular matrix (L)
and an upper triangular matrix (U,), respectively, where

ay(0) 0 0 .. 0 0
ao(l) ay (0) 0 e 0 0
00(2) 6{1(1) az(O) 0 0
(L) = : : : R : R
ap(m) ay(m—=1) aa(m—-2) ... a,(0) 0
0 ai(m)  am—1) ... a,(l) a,.(0)
and
ap(0) ap(l) ao(2) ao(m) 0
0  a(0) a(l) am-=1)  a(m)
0 0 a(0) a(m—2) a(m—1)
(Unk) = . :
0 0 0 a(0) an(1)
0 0 0o ... 0 am+1(0)

Different kinds of triangles via difference operators have been
studied by various authors. For instance, triangles such as
double banded 4, triple banded B(r,s,t), fourth banded
B(7,5,,i), and (m+ 1) banded 4" matrices have been intro-
duced by Kizmaz [1], Furkan et al. [2], Dutta and Baliarsingh
[3] and Et and Colak [4], respectively. Altay and Basar [5] and
Dutta and Baliarsingh [6] have studied the spectral properties
of difference operators B(r,s) and 4°, respectively. In fact, the
detailed study of these operators involving topological proper-
ties, duals, matrix transformations and spectral properties is
only possible by determining their inverse operators. Recently,
Baliarsingh [7] and Dutta and Baliarsingh [§] have introduced
fractional order difference matrix A4* and (m + 1)sequential
band matrix B(a[m]) and derived their corresponding inverse
operators. However, the explicit formula for inverse of the
lower triangle B(a[m]) has been employed in [8]. In fact, in that
article this result has been proved by using counter examples,
but in this investigation, we demonstrate these results in a
more general way and extend those to upper triangular
matrices.

Now, we define certain triangles generated by various

k € Ng. Let r = (1), s = (s¢), and ¢ = () be three sequences
in U and

n
T, := sz(n e Ny).
k=0
Then the Cesaro mean of order one and Riesz mean with

respect to the sequence ¢ = (7;) are defined by the matrices
Ci = (cu) and R = (), respectively (see [9,10]), where

L (0<k<n)
nk ‘= mr S ) 7kEN
o {07 (k > n) (n o)
Lo (0<k<n)
foi=g T’ , ,k € Np).
Pk {0’ (k > n) (n 0)

The generalized mean of the sequence x = (x;) can be com-
puted by using A(r,s,t)—transform of x (see [I1]), where
A(r, s, t) represents an infinite matrix a,, and

o L (0<k<n)
Ay =
0,

nyk € Np).

(k>n) . o)

2. Main results

In this section, we study certain results concerning the linear-
ity, boundedness, and inverse properties of the infinite differ-
ence matrices By (a[m]) and By(a[m]). However, the results
are valid for a matrix of infinite order, but it is convenient to
implement those for the matrices of finite order.

Theorem 1. The operators By (a[m]) and By(a[m)) defined from
w to w are bounded linear operators.

Proof. Linearity of the operators By (a[m]) and By(a[m]) are
obvious and for boundedness,

[1BL(alm])|| = [|Bu(alm])| = sup

(keNg,0<i<m)

(m+ Dla (). 0O

Theorem 2. [8], Theorem 2If a;(0)#0 for all k € Ny, then an
explicit formula for inverse of the difference operator By(a[m])
is given by

o (k=)

L)} = (7,1—)”4D(/i), alm)),
nk H/:ka/(o) n A( [ D

means of the sequence x = (x;). Let U be the set of all 0, (k>n)
sequences u = () of real numbers such that u;#0 for all
where
ak(l) ak+1(0) 0 0
ak(2) (23] (1) Ajey2 (0) 0 0
DW(alm]) = |ar(m) a1 (m—1)  aga(m—2) a1 (1) an(0) ... 0 , (m=1).
0 Ay (M) Qpin(m) an1(2) a,(l) ... 0
0 0 Ap—m (’/n) Apik—1 (1)
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Proof. We apply induction method for proving this theorem. a”#(o), (k=n)
Now, consider the system of linear equations By (a[m])x = y and . O )
its solution in terms of y, for k € Ny can be obtained as follows: Uk = -0 D (alm]), (0<k<n—1), (nkeN,).
Yo 0, (k > n)
X =
ay(0)
where
o @l
ai(0)  ap(0)a(0) D\ (a[m})
el (o) _6@) ), a(l) ) a3 aolm—1) ()
P T w0) @(0)ax(0) " \ao(0)ar (0)a2(0)  ao(0)ax(0) )7 a1(0) ai(l)  ai(2) aj(m—2) ap(n—1)
= a(1)y, < aDai(l) a2 >y : - - : :
a3(0)  ax(0)a3(0) * \a1(0)ax(0)as(0) e (0)as(0))" -l o an(0)  an(l)  an(2) an(n—m)
a(1)[ao(2)ai (0) — ai(1)a (0)] ap(1)ai(2) _ a(3) ) I 0 v Oapya(m) ami1(0)  @pya(1) am(n—m—1)
+ O a0t w00 e |
0 0 0 0 (,1,1,1(0) a,,,l(l)
(n=1).

For simplicity we write D* for D% (a[m]) and using this notation
in the above equations we obtain that

Xp = Yo x; = A D(IO)yO

(10(0) ’ ay (0) H;:Oaj(()) ’
x, = Y2 Dgl)yl D§0)y0

2 2

@(0)  TT74(0) T 0a,(0)

X3 = yi o Dgz)yz Dgl)yl _ Dgo)yo
= 3 3 3
as(0) H_/:zaj(o) Hj:]‘lj(o) szoaf(o)

Therefore, for n = 1,2,3, Theorem 2 holds, and by assuming
so for all k£ < n, and we have

(n—1) n—2 -3
Y Dl, y(n_l) D<2, )ynfz D(3n )yn—3

Xy, =

T a0) a0 TIL60) 11 40)
, DYy
+.. (=) 71_[?:0%2)0)

1

Now, for k =n+ 1, we may deduce
o Dy 1)
Ant+l — it (0)

J}"
Va1 = an(1) (a,, (0) B H;’:nila,(()) ’

, DY , D" yn—2
+(71) n y(] 70,171(2) }n—l _ 1 y( )

[T:-04(0) a1 (0) [T, a(0)
1yl D;(zo—)ly() _ —an(n Yo
ey Hf&af(0)> °(+1)ao<0>}

i an(l)yn + an( 1 )D(ln_l) — Ay (2)&1,,(0) )
0) V-1

Apy1 (0) a [ (O)an+l ( Hf;}fla,(O)

) (an(l)Dg"” — a1 2)an(0)D 2 + ay () s (0>an<0>>y
[T, -24(0)

0 (0
o (=) DY), _ Y D e
17 a(0)  ana(0) [T a;(0)
B - 0
N D;" 1)}’,171 _ Dgn 2)}'"72 +(71)"+1M
; : 1
5 @(0) TIE a(0) [T 4/(0)

This completes the proof. [

Theorem 3. If @, (0)#0 for all k € Ny, then an explicit formula
for inverse of the difference operator By(alm]) is given by

Proof. Proof. Let us consider the matrix By(a[m]) of finite
order n+ 1 for all n=0,1,2,.... On solving the system of
equations By(a[m])x =y, it is observed that

_ I
Xn = a, (0) )
X, = V-1 _ Yn — V-1 _ D(ln)yn
An—1 (0) An-1 (0)an (O) An—1 (0) H;':rz—l%(o) '
Xp_y = Yn—2 o a"—z(])yn—]
T a,5(0)  a,_2(0)a,_1(0)a,(0)
+ < anfl(l)aan(l) _ aan(z) )y
ap—2 (0)(1",1 (0)‘111(0) anfz(o)an(o) !
_ Yn—2 _ D(ln)ynfl 4 D(Zn)yn
a0 T a0 a0
Xy = Yn—3 _ D(ln)yan D(Zn)ynfl Dgn)yn
a3(0)  TI5a(0) TS, 5a(0)  ITs5a(0)

For deducing x,, we apply induction method as discussed in
proof of Theorem 2. [

Corollary 1. The inverse of generalized fractional difference
operator Ao € R is given by

1, (k=n)

nek— .

A;ﬁ = Hf:o ](“ﬂ)
" (n—k)! ’

0, (k > n)

Proof. The generalized fractional difference operator 4* repre-
sents a lower triangular Toeplitz matrix (see [7] for detail), i.e.

1 0 0 0

—a 1 0 0 0

glel) —u 0 0

A" = _ ot(ac—]})!(at—2) a(a;l) o 1 0
oc(oc—l)(a472)(oc—3) 7 x(a—l;[(oc—Z) % o 1
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As a direct consequence of Theorem 2, the inverse of A4* can be

computed as

1,

A= (=) DY (47,
0,

where

D) = DY(47)

—a
o(a—1)
2!
_ afe=1)(2=2)
3!

= o(a—1)(2=2)(x=3)
4!

(71)11 a(x—l)..’.iia—wr]) (71)

However, using suitable row

-1 1 0 o ... 0
Ll —o 1 0 0
o—1)(a—2 oa—1
_ )3(] ) (2! ) —o 1 ... 0
o X o—1)(a—2)(2—3 o(o—1) (=2 o(a—1
RN _ slo e ) L 0
n (a—1)...(a—n+1 n—1 a(a—1)...(a—n+2 n=2 a(a—1)...(a—n+3
(1) <)’§—'+> (1) % (1) % —a
oo 1)
- 2
-1 0 0 0 0
(1) -1 1 0 0
(4= 1)(2-2) 2a-1)
(= 3!a 13 — 1 0
X (2—1)(2=2)(a—3) (2—1)(x=2) o(a—1)
4! 4 21 —a 0
n (a—1)..(a—n+1 n—1 (a—1)...(a—n+2)2(n—1 n=2 a(a—1)...(a—n+3
(1) (e=1) ’E! +1) (1) (a=1)...( m+ )2(n—1) (1) ( ()’17(2)! +3) —a
oot 1) " (0 +2)
N 2 3
-1 0 0
o—1
L)) -1 0 0 0
(2—1)(2—2) 2(a—1)
— ) Az -1 1 0
X (a=1)(2=2)(2=3) (a=1)(2=2) 3(o=1)
o a4! o _( 4o< a4 —a 0
(_l)n (a—l)...ys!x—n+|) (_1)n—l (a—l)...(ac—y:;+2)2(n—l) (_1)/1—2 (a—])...(a—n:}[).?(n—])(n—z) —a

This completes the proof. [

Corollary 2. The inverse of the Riesz mean operator R' is given by

(k = n)
0<k<n—1), (nkeNy), L, (k =n)
(k> n) (R, = Lo (k=n—1),(nk € No),
0, (otherwise)
1 0 0 0
—o 1 0
—““271) —o 1 0
. a(oc—l})!(oz—z) oc(ale) — 0
n—1 a(a—1)...(a—n+2 n=2 a(a—1)...(a=n+3
( (>n7(1)! 2 (- (>n7(2)! = -

or column operations, the determinant D{*)(4%) can be reduced to

1 2 3 -1
:oz(oc;- )x(a—; )x(a: )x...x%x(—l)”
aoalo+D(e+3)(a+4)...(a+n—1)
=(-1) ' .
n!
Therefore, it is being concluded that Proof. The proof of this Corollary is analogous to that of Cor-
1, (k = n) ollary 1. [
—o a(o+1)(a+2)...(an—k—1) _
A = (n—Fk)! , (O<k<n=1), (nkeN), Corollary 3. The inverse of the generalized mean operator
0, (k> n) A(r,s,t) is given by




inversion of triangular matrices

301

%, (k=mn) Remark 1. Algorithm for inverse of a lower triangular matrix
ayl = —(n)"F ek <kg<n—1), (mkeN,),
ik ()5t (O<k h =) o) o Input n,(ay),,, = (";7%...7)", where 7 = (,74...7%),
0, (otherwise) kth row vector of (a;),,, With 7t = ay;, (0 < j < k), a;;#0
where and 0 otherwise. o .
- o o e Compute : (dij)(nfk)X(n—k)d: (Srk )
6 . e Compute: by = (— l)"fkw for 0 < k < n and set
B p /:/(a”
1 by == for k = n and 0 for k > n.
"t
Sp—1 Sp—2 Su-3 - - S
S Spel Sp=3 ... S Example 1. let 4 be a lower triangular matrix of order 10 and
Proof. Proof of this corollary follows from the fact that for all 1 0 0 06 0 0O0O0O0O O
n.k € No 2300 00000 0
P 0 I 4 5 6 0 0 00 0O O
Tl et 7 8 9 10 0 0 0 0 0 O
Tk+2 Tk Tk+2 1 2 3 4 5 0000 O
DH = 6 7 8 1001 00 0 O
Sp—tlk Sn-2lksl Sn-3lk42 Sotn—1 2 3 4 6 78 00 0
-t -l -t -l 9 10 1 3 4560 0
Snlg Sn—1lk41 Sp=2lk42 Sitn
o i 2 T T 7 8 9 10 1 2 3 4 5 0
St % 1 23 4 5 678910
Ay S1 0 - 0
Gl o to | ) ) ) ) Being a comprehensive calculation for finding the inverse of 4,
= | : " oo O we omit the detail. However, using Theorem 2 and Remark 1,
Kt P S we mention different values of D* for all n,k € Ny via this
pet e a3 0 table assuming that DY = 0 for all k > n.
Sn Sp—1 Sp-3 ... S|
k| /n— 0 1 2 3 4 5 6 7 8 9
0 1 2 =2 12 168 1540 10472 22152 39888 —545568
1 3 5 -3 —42 —385 —2618 —23538 —81972 208392 0
2 6 9 6 S5 374 —66 —2004 —16056 0 0
3 10 4 =5 —34 6 2364 21096 0 0 0
4 5 10 64 24 —144 —2016 0 0 0 0
5 1 7 3 —18 —252 0 0 0 0 0
6 8 5 2 28 0 0 0 0 0 0
7 6 4 —4 0 0 0 0 0 0 0
8 5 9 0 0 0 0 0 0 0 0
9 10 0 0 0 0 0 0 0 0 0
Indeed, in componentwise the elements of A" are
1 0 0 0 0 0 0 0 0 0
—0.6667 0.3333 0 0 0 0 0 0 0 0
—0.1111 —-0.2778  0.1667 0 0 0 0 0 0 0
—0.0667 —0.0167 —0.15 0.1 0 0 0 0 0 0
0.1867  0.0467 0.02 —0.08 0.2 0 0 0 0 0
—1.7111 —0.4278 —0.1833  —0.1 -2 1 0 0 0 0
1.4544  0.3636  0.1558 0.085 1.6 —0.875 0.125 0 0 0
—0.5128 —0.5449 0.00046 0.0025 —0.1 0.0625 —0.1042 0.1667 0 0
0.1847  0.3795 —0.0278 —-0.1970 —-0.12 0.075 0.0083 —0.1333 0.2 0
0.2526  0.0965  0.0223  0.1758 0.168 —0.1056 —0.0117 —0.0133 —-0.18 0.1
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Example 2. Let us consider an upper triangular matrix B of
order 5 and

1 2 4 5
0 6 8
B=10 0 10 11 12
00 0 13 14
00 0 o0 15
Using Theorem 3, B! = (u,;), the inverse of B can be directly
computed as follows:
-np» 2
M()o:], M012%2*6:*0.3333
(-1)’DY 4 (-1’ 36
=2 T 00667 g == — = —0.0462
o2 60 6o~ 00667 s =5 780~ 00
_(-1'D 432 1
_ (o’ 7 _ (=Y -3
UIZ—T—_@—_O-1167 u13—T—m——00038
(-1)°DY" 36 1
= P __0.0031 —_— =01
147711700 Ti700 ~ 00031 w2 =15=0
G _ Y 2
=Ty T g 0846 s =TaerT = g5 = 0001
1 _(=np? 14
u33—1—3—00769 u34—T——m——0.718
1
uyy =—=10.0667 and u,;, =0 forall k < n.

1

wn

3. Conclusion

The main key factor of an algorithm is its computational time.
Lesser computational time corresponds to the higher efficiency
of the algorithm. While finding the inverse of an n x n matrix,
first, the matrix is converted to a triangle by Gauss elimina-
tion, then each element of the inverse matrix is computed
recursively. Due to this recursive calculations sometimes more
computational time is needed to find exactly one particular ele-
ment of the inverse matrix. The main advantage of this study is
to reduce the computational time for the inverse of the matrix
remarkably by taking the properties of the determinant fo‘)

into account. For instance, the inverse of the n x n Cesaro

matrix C; of order 1 is given by Cl"l = ¢! and
a2 (k=n)
ol =9 -(=1), (k=n-1), (nkeN),
0, (otherwise)
This follows from the fact that D(lo) =—(n—1) and ng) -0

for all n,k > 1. Therefore, we may construct a fast algorithm
which includes the properties of determinant of Dﬁlk) for evalu-
ation of inverse of any arbitrary matrix.
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