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In this paper, following the line of recent work of Savas et al. [20] we apply the notion of
ideals to A-statistical limit superior and inferior for a sequence of real numbers.
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1. Introduction and background

In [8] Fridy and Orhan introduced the concepts of statistical
limit superior and inferior. In [1] Connor and Kline extended
the concept of a statistical limit (cluster) point of a number
sequence to a A-statistical limit (cluster) point where A4 is a
nonnegative regular summability matrix. In [3] Demirci ex-
tended the concepts of statistical limit superior and inferior
to A-statistical limit superior and inferior and given some
A-statistical analogue of properties of statistical limit superior
and inferior for a sequence of real numbers. More works on
matrix summability can be seen from [4] where many refer-
ences can be found.

On the other hand, the notion of ideal convergence was
introduced first by Kostyrko et al. [12] as an interesting gener-
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alization of statistical convergence [5,22]. More recent applica-
tions of ideals can be seen from [2,9-11,13,15-19,23] where
more references can be found.

Naturally the purpose of this paper is to unify the above ap-
proaches and present the idea of A-summability with respect to
ideal concept and make certain observations.

First we introduce some notation. Let 4 = (a,;) denote a
summability matrix which transforms a number sequence
x = (xp) into the sequence Ax whose nth term is given by
(Ax), = D20 kX

The notion of a statistically convergent sequence can be de-
fined using the asymptotic density of subsets of the set of po-
sitive integers N = {1,2,...}. For any KCN and n € N we
denote

K(n) := cardKN{l,2,...,n}

and we define lower and upper asymptotic density of the set K
by the formulas

K
d(K) := lim inf ﬂ;

n—0o0 n

= K

0(K) := lim sup %

If §(K) = 6(K) =: 6(K), then the common value 6(K) is called
the asymptotic density of the set K and

4(K) = lim @

n—oo N

1110-256X © 2013 Production and hosting by Elsevier B.V. on behalf of Egyptian Mathematical Society. Open access under CC BY-NC-ND license.

http://dx.doi.org/10.1016/j.joems.2013.06.005


mailto:gurdalmehmet@sdu.edu.tr
mailto:halilsari32@hotmail.com
mailto:halilsari32@hotmail.com
http://dx.doi.org/10.1016/j.joems.2013.06.005
http://www.sciencedirect.com/science/journal/1110256X
http://dx.doi.org/10.1016/j.joems.2013.06.005
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/

56

M. Giirdal, H. Sari

Obviously all three densities §(K), d(K) and §(K) (if they exist)
lie in the unit interval [0,1].

n

1 I
3(K) = lim~ K, | = im(Cy7,0), = lim=3 7 (k),
(K) = lim~ |K,| = lim(Ci), lgnn;xk()

if it exists, where C| is the Cesaro mean of order one and y is
the characteristic function of the set K [6].

The notion of statistical convergence was originally defined
for sequences of numbers in the paper [5] and also in [21]. We
say that a number sequence x = (x; ), Statistically converges
to a point L if for each ¢ > 0 we have

o(K(z)) = 0,
where
Ke)={keN:|x,—L| > ¢}

and in such situation we will write L = st-lim x;.

Statistical convergence can be generalized by using a regu-
lar nonnegative summability matrix 4 in place of C;. Follow-
ing Freedman and Sember [6], we say that a set K C N has A4-
density if

S4(K) =1im> "y = lim>» auyx(k) = lim(4yy),
n n /(:1 n

keK

exists where 4 is a nonnegative regular summability matrix.

The number sequence x = (x;),.y is said to be A-statisti-
cally convergent to L if for every
e>0, 0,({keN:|x, —L| = e})=0. In this case it is de-
noted as st4-lim x;, = L [1,14].

The notion of statistical convergence was further general-
ized in the paper [12,13] using the notion of an ideal of subsets
of the set N. We say that a non-empty family of sets Z C P(N)
is an ideal on N if 7 is hereditary (ie. BC A €7 = B Z)and
additive (i.e. A,B€EZ = AUB€Z). An ideal Z on N for
which Z # P(N) is called a proper ideal. A proper ideal Z is
called admissible if Z contains all finite subsets of N. If not
otherwise stated in the sequel Z will denote an admissible ideal.

Recall the generalization of statistical convergence from
[12,13].

Let 7 be an admissible ideal on N and x = (x;),. be a
sequence of points in a metric space (X, p). We say that
the sequence x is Z-convergent (or Z-converges) to a point
¢ e X, and we denote it by Z —limx = ¢, if for each ¢ > 0
we have

A(e) ={k e N:p(x;, &) = e} €.

This generalizes the notion of usual convergence, which can
be obtained when we take for 7 the ideal Z, of all finite
subsets of N. A sequence is statistically convergent if and
only if it is Zs;-convergent, where Z; := {K C N : §(K) =0}
is the admissible ideal of the sets of zero asymptotic
density.

The concept of A%-statistically convergent was studied in
[20] and the following definition was given:

Definition 1. Let A = (a,,) be a non-negative regular matrix.
A sequence (g ),y is said to be A7 -statistically convergent to
Lif forany ¢ > 0and 6 > 0

{nGN: Zankzé}ez
)

keK(e

where K(g) ={k e N:|x; —L| > ¢}. In this case we write
L = T-st,-lim x;,. We denote the class of all A”-statistically
convergent sequences by S,(Z).

We say that a set K C N has A%-density if

d,(K) = I-lilgnZa,,k = I-liEnZa,,k 1x(k) = Z-lim(Ayy),,
kek k=1

exists where 4 is a nonnegative regular summability matrix.

Then a sequence x = (x),y, is said to be A”-statistically con-

vergent to L if for each ¢ > 0 the set K(g) has A%-density zero,

where K(¢) = {k e N : |x, — L| > ¢}.

Let Z, be the family of all finite subsets of N. Then Z, is an
admissible ideal in N and A%-statistically convergent is the 4-
statistical convergence introduced by [1,14]. Also 4%-density
coincides with usual 4-density in [6].

2. Main results

In this section we study the concepts of extremal A”- statistical
limit points (A7-statistical liminfx, A4%-statistical lim supx).
The result are analogues to those given by Fridy [7], Fridy
and Orhan [8] and Kostyrko et al. [13]. These notions general-
ize the notions of A4-statistical limit point and A-statistical clus-
ter point.

Following the line of Savag et al. [20] we now introduce the
following definition using ideals.

Definition 2. Let Z be an ideal of P(N). A number ( is said
to be an AZ-statistical cluster point of the number sequence
x=(x) if for each &>0, 0,;(K;)#0 where
K, ={keN:|x; —{| <e}. We denote the set of all AZ-
statistically cluster points of x by I' z(x).

Note that the statement 0, (K;) # 0 means that either
3(K;) > 0 or K, fails to have 4%-density.

Throughout the paper 4 = (a,;) will be a nonnegative reg-
ular matrix summability method. For a number sequence
x = (xg), we write

M, ={k:x,>1t} and M' ={k:x.<t}, for teR.

Definition 3. Let 4 = (a,) be a nonnegative regular
matrix summability method and x be a number
sequence. Then if there is a ¢ € R such that J z(M,) # 0, we
define

T-sty-limsupx = sup{t € R: 5, (M,) # 0}.

If 6,(M,)=0 holds for each ¢€ R, then we define
T-sty-limsup x = —o0.
Also, if there is a 7 € R such that J ;z(M") # 0, we define

I-sty-liminfx =inf{sr € R: 6 ,2(M") # 0}.

If 62(M")=0 holds for each
T-sty-liminfx = +oo.

t€ R then we define

Remark 1. If 7 =7, then the above Definition 3 yields the
usual definition of sz-lim supy_,..x;x and sz-lim infy_, . x; intro-
duced by [8].
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Definition 4. The real number sequence x = (xy) is said to be
A’ -statistically bounded if there is a number K such that
0as({keN:|x]>K})=0.

Note that if we take 4 = C; (the Cesaro matrix of order 1)
and 7 = Z; in Definitions 1 and 2, then we get Definitions 1
and 2 of [8].

The next statement is an analogue of Theorems 1 and 2 of

(3]
Theorem 1. f = Z-st,-limsup x; if and only if for each ¢ > 0,

0ag{keN:x,>p—¢})#0 and os({keN:x
> f+e})=0. (2.1)

Proof. We prove the necessity first. Let ¢ > 0 be given. Since
p+e>p, we have (f+e¢) ¢ {r:0,(M,)*#0} and
0u({keN:x,>p+¢})=0. Similarly, since f—¢<p,
there exists some ¢ such that f—e&¢<¢ <f and
re{t:0a(M,)+#0} Thus dz({keN:x,>¢})#0 and
du({keN:x,>p—¢})#0.

Now let us prove the sufficiency. If ¢ > 0 then
(f+e) ¢ {t:0,2(M,)# 0} and Z-sty-limsupx < f+¢& On
the other hand, we already have Z-st4-limsupx > f — &, and
this means that Z-st4-lim sup x = f8, as desired. [

The dual statement for Z-st4-liminf x is as follows.
Theorem 2. o = Z-st4-liminfx if and only if for each ¢ > 0,

0as{keN:x, <a+e})#0 and J,({keN:x;
<oa—¢})=0. (2.2)

Proof. Similarly as in Theorem 1. [

By Definition 2 we see that Theorem 1 can be interpreted by
saying that Z-sz4-lim sup x and Z-st4- liminf x are the greatest
and the least A%-statistically cluster points of (x;). The next
theorem reinforces this observation.

Theorem 3. For every real sequence x,
I-sty-liminfx < Z-st4-lim sup x.

Proof. If x; is any real number sequence then we have three
possibilities:

(1) Z-sty-limsupx; = +o0. In this case there is nothing to
prove.
(2) Z-sty-limsupx;, = —oo. If this is the case, then we have

teER=0,(M,)=0

and

teER=0z(M)#0.

Thus, Z-st4-liminfx, =inf{¢:,:(M') # 0} = infR = —o00
and Z-st4-liminf x;, < Z-st4-lim sup x;.

(3) —o0 < Z-sty-limsupx; < 4o0. For this case there exists
a peR such that p =Z-sty-limsupx; =
sup{t: d,z(M,) # 0}. For any ¢ € R,

p<t=0a(M)=0 and J,(M)#0.

But this means that
#0}<p O

I-sty-liminfx, = inf{z: 2 (M")

Remark 2. If Z-st,- lim x; exists, then a sequence xy, is A% -sta-
tistically bounded.

Remark 3. Note that ideal boundedness of real number
sequences implies that Z-st4-limsup and Z-st,-liminf are
finite.

Theorem 4. A real number sequence xj. is I-st -convergent if
and only if T-st4-liminfx = Z-st4-lim sup x.

Proof. We prove the necessity first. Let L = Z-st4-lim x;.
Then

0a{keN:x,>L+e})=0 and ogs({keN:x
<L-¢})=0.

Then for any t > L + ¢ and ¢ < L — ¢, the sets d,z(M,) =0
and 0,7 (M") = 0. We conclude sup{z: 6, (M,)#0} < L+¢
and inf{f : 6, (M")# 0} > L —¢ Combining with Theo-
rem 3, we conclude that L =Z-sty-liminfx; =
T-st4-lim sup x.

To prove sufficiency, let
liminf x; = Z-st4-lim sup x. Since

e>0 and L =T-sty-

{keN:|xq, —L| ze}C{keN:x,>L+etU{keN:x
<L-—¢}

and the property of additivity of the ideal Z, the union of these
sets on the righ-hand side also belongs to Z. We conclude that
L=7T-sty-limx, 0O

We have for bounded sequences the following result.

Theorem 5. Suppose that x = (x;.) is a bounded real sequence.
Then

ZI-sty-limsup x, = max I z(x)

and
I-sty-liminfx; = min Iz (x).

Proof. Let

I-sty-limsupx = L =sup{r: d,({k € N:x, >1})#0}. 1If
L' > L, then there exists some ¢ >0 such that
d,({k € N:x, > L' —¢})=0. This means that there exists
some ¢ > 0 such that d({k € N:|x, — L'| <¢}) =0, that
is, L' ¢ I qz(x).

Now, we show that L is in fact an A%-statistically cluster
point of x. Clearly, for each & > 0 there exists some
te(L—¢L + ¢ such that 6,({keN:x>1})#0, and
this means 6 z({k € N : |x; — L| <¢})#0. O

Let 7 =T, Then all these results imply the similar theo-
rems for A4-statistical of a sequence and extremal Z-limit points
which are investigated in [3,13].
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