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Abstract. In this paper, we make a statistical inference for the Gompertz distribution based on multiply Type-I censored data, where we determine a censoring time point for each unit in the life time test. Estimation of the parameters is obtained using maximum likelihood method and Bayesian method, also the asymptotic confidence intervals for the parameters are constructed based on the approximate of the Fisher information matrix. The necessary condition for existence and uniqueness of the maximum likelihood estimators is discussed. The Bayesian estimates are obtained depending on the squared error loss function, linear exponential loss function and the generalized entropy loss function. The One-sample Bayesian prediction intervals are constructed for the unobserved lifetimes in the same sample. A real data example is presented to illustrate the methods of inference developed here. Finally, the simulation study is executed to compare the performance of the proposed methods.
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1 Introduction

Due to cost and time limitations, most of the experiments that tend to measure the life time and reliability of items or devices must be terminated before all units have failed. For these reasons, statisticians depend on censored sample in their work. Type-I and Type-II censoring are the most two popular censoring schemes. In Type-I the experiment is terminated based on only one pre-specified time point and the survival units are removed from the test at this point, while in Type-II the experiment is stopped at the time of a particular observation, and the survival units are removed at this point. Another type of censoring is the progressive Type-I censoring, where the experimenter determines several time points and several units are terminated at each time point until the largest pre-specified time point has been reached. Also at each time point the experimenter can remove a particular number of survival units. Readers can see Balakrishnan and Aggarwala [1] and Balakrishnan [2] who presented a study on different features of progressive censoring schemes. The generalization of Type-I censoring is that all the units in life test are terminated at different times and it is defined as multiple Type-I censoring.
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In this type, every unit is restricted by its pre-specified time point only. If the lifetime of the unit is less than or equal to its time point then it fails, and it will survive if its lifetime exceeds the time point. Jia et al. [3] makes an inference on the reliability of the Weibull distribution with multiply Type-I censored data. Also they have studied the exact inference for exponential distribution with multiply Type-I censored data [4]).

In life testing, we may have unobserved failure times for some units, so prediction intervals are used to predict by these failures. In prediction intervals, we depend on the previous data to predict the future observations with a specified probability. Prediction intervals were discussed by many authors, examples of these papers are as follows: Mohie El-Din and Shafay [5], obtained the Bayesian prediction intervals depending on progressively Type-II censored data. Also Bayesian prediction intervals based on the Type-I hybrid censored data were studied by Shafay and Balakrishnan [6]. Mohie El-Din et al. [7] studied the Bayesian prediction intervals of generalized order statistics based on multiply Type-II censored data. Also Mohie El-Din et al. [8] used the record data to make statistical inference and prediction for the inverse Weibull distribution. See also [9] and [10].

The Gompertz distribution is one of the most important distributions for modeling lifetimes and reliability. It was introduced in 1825 by Benjamin Gompertz [11] to describe human mortality and establish actuarial tables. The probability density function (PDF) of the Gompertz distribution, denoted by \( GOM(\alpha, \beta) \), is

\[
f(x; \alpha, \beta) = \beta \exp[\alpha x - \frac{\beta}{\alpha}(e^{\alpha x} - 1)], \quad x \geq 0, \alpha, \beta > 0,
\]

where \( x \) is the failure time and \( \alpha \) and \( \beta \) are the scale and shape parameters respectively. The cumulative distribution function (CDF) is

\[
F(x; \alpha, \beta) = 1 - \exp[-\frac{\beta}{\alpha}(e^{\alpha x} - 1)].
\]

also the reliability function \( R(x) \) and the failure rate function \( h(x) \) are given by,

\[
R(x) = \exp[-\frac{\beta}{\alpha}(e^{\alpha x} - 1)]
\]

\[
h(x) = \beta e^{\alpha x}
\]

The Gompertz distribution can be transformed to exponential distribution with mean \( 1/\beta \), when we use the transformation \( Y = \frac{1}{\alpha}(e^{\alpha x} - 1) \). Many authors discussed this distribution in their work as Pollard et al. [12], they study the Gompertz distribution and its applications, Chen [13] obtained the parameter estimation of the Gompertz distribution. Chang and Tsai [14] introduced point and interval estimation for the Gompertz distribution under progressive Type-II while, Wu et al. [15] gives the parameter estimates for the Gompertz distribution using the least squares method. Recently Mohie El-Din et al. [16] made statistical inference for the Gompertz distribution based on progressive type-II hybrid censored data.

The aim from this work is to make statistical inference for \( GOM(\alpha, \beta) \) based on multiply Type-I censoring. In this article, we obtain the maximum likelihood estimates (MLEs) of the parameters \( \alpha \) and \( \beta \). Also, we construct the asymptotic confidence intervals of the parameters. The Bayesian estimation (BE) have been introduced using gamma priors for the unknown parameters under the squared error loss function (SEL), the linear exponential loss function (LINEX) and the generalized entropy (GE) loss function. Also we construct the one-sample Bayesian prediction intervals to predict a future observation from the same sample. We also discuss the proposed methods using a real data example. Finally, we compare the estimators by applying the Monte Carlo simulation.
The rest of the paper is organized as follows. In section 2, the likelihood function $L(x)$ is formulated, then the MLEs of the parameters are obtained, also the existence and uniqueness of the MLEs is discussed and the asymptotic confidence intervals are obtained. BE are studied in section 3. Also the MCMC method is applied in section 4. The one-sample Bayesian prediction intervals are derived in section 5. A real data example is constructed in section 6, while the simulation study is conducted in section 7. Finally the paper is concluded in section 8.

2 Likelihood function and MLE

Suppose that we have a lifetime test with $n$ units whose lifetimes $t_1, t_2, ..., t_n$ follow $GOM(\alpha, \beta)$. Based on multiply Type-I censoring, we determine a time point for each unit in the test, so we have $n$ censoring time points $T_1, T_2, ..., T_n$, so the sample observations are $x_1, x_2, ..., x_n$, where $x_i = t_i \delta_i + T_i (1 - \delta_i)$ and

$$\delta_i = \begin{cases} 1, & t_i \leq T_i; \\ 0, & t_i > T_i. \end{cases}, i = 1, 2, ..., n.$$ 

which means that the observation $x_i$ is the failure time if $\delta_i = 1$, if $\delta_i = 0$ then the failure time $t_i$ for this unit exceed the time point $T_i$ and the observation $x_i$ is the censored time $T_i$.

For example, if $n = 5$ and $\delta_2 = 1$ then $x_2 = t_2$ which means that the second unit fails in time interval $(0, T_2]$. If $\delta_4 = 0$ then $x_4 = T_4$ (censored time), which means that the fourth unit survives in time interval $(0, T_4]$.

The likelihood function is given by

$$L(x; \alpha, \beta) = \prod_{i=1}^{n} [f(x_i)]^{\delta_i} [1 - F(x_i)]^{1-\delta_i}. \quad (3)$$

Using (1) and (2), then the likelihood function becomes

$$L(x; \alpha, \beta) = \beta^r \exp \left[ \alpha \sum_{i=1}^{n} x_i \delta_i - \frac{\beta}{\alpha} \sum_{i=1}^{n} (e^{\alpha x_i} - 1) \right] \quad (4)$$

where $r$ is the number of observations(failures) and equal $\sum_{i=1}^{n} \delta_i$. Taking the logarithm for (4), then the log-likelihood function is

$$l(x; \alpha, \beta) = r \times \log(\beta) + \alpha \sum_{i=1}^{n} x_i \delta_i - \frac{\beta}{\alpha} \sum_{i=1}^{n} (e^{\alpha x_i} - 1). \quad (5)$$

By applying the partial derivatives for (5) with respect to $\alpha$ and $\beta$ and putting the derivatives equal to zero, then we get:

$$\hat{\beta} = \frac{r \alpha}{\sum_{i=1}^{n} (e^{\alpha x_i} - 1)}, \quad (6)$$

and

$$\sum_{i=1}^{n} x_i \delta_i + \frac{\beta}{\alpha^2} \sum_{i=1}^{n} (e^{\alpha x_i} - 1) - \frac{\beta}{\alpha} \sum_{i=1}^{n} x_i e^{\alpha x_i} = 0. \quad (7)$$

Substituting by (6) in (7), then we get

$$J(\alpha) = \sum_{i=1}^{n} x_i \delta_i + r \left( \frac{1}{\alpha} - \frac{\sum_{i=1}^{n} x_i e^{\alpha x_i}}{\sum_{i=1}^{n} (e^{\alpha x_i} - 1)} \right) = 0. \quad (8)$$

The MLE of $\alpha$, $\hat{\alpha}_{ML}$ is obtained by solving equation (8), we get the MLE of $\beta$, $\hat{\beta}_{ML}$ by using $\hat{\alpha}_{ML}$ in (6). Substituting by $\hat{\alpha}_{ML}$ and $\hat{\beta}_{ML}$ in (3), then we get the MLE of the reliability function $\hat{R}(x)$ and hazard function $\hat{h}(x)$.
2.1 The Existence and uniqueness of the MLEs

Now, we will discuss the existence and uniqueness of the MLE estimates. From equation (6), we can see that the MLE of $\beta$ has an explicit form that depend on the MLE of the parameter $\alpha$, which is obtained by solving equation (8). The function $J(\alpha)$ is a non-linear function, so we can not obtain an explicit formula for the MLE of $\alpha$. The following theorem will give the condition that ensures the existence and uniqueness of the MLE estimates of the parameter $\alpha$ and $\beta$.

**Theorem 1.** Let $x_1 \leq x_2 \leq \ldots \leq x_r < x_{r+1} \leq \ldots \leq x_n$ be the observed sample based on multiply Type-I censoring and follow GOM($\alpha, \beta$). Then using equations (6) and (8), the MLEs $\hat{\alpha}$ and $\hat{\beta}$ of the parameters $\alpha$ and $\beta$ exist and are unique, if and only if

$$2 \left( \sum_{i=1}^{n} x_i \right) \left( \sum_{i=1}^{n} x_i \delta_i \right) > r \sum_{i=1}^{n} x_i^2. \quad (9)$$

**proof** Mohie El-Din et al. [16] and Ghitany et al. [17] studied the existence and uniqueness of the MLEs for the parameters of GOM($\alpha, \beta$) based on progressive Type-II censored samples. They proved that $J(\alpha)$ is a decreasing function by showing that its derivative is a negative function, then they proved that $J(\alpha = 0) > 0$ and $J(\alpha = \infty) < 0$, which mean that $J(\alpha)$ has a unique root in $(0, \infty)$, therefore $\hat{\beta}$ also is exist and unique. Also, they proved that $\hat{\alpha}$ and $\hat{\beta}$ indeed maximizes the function $l$ in (5). The proof in our case is simple when we follow the steps in the proof of Ghitany et al. [17].

2.2 Asymptotic confidence intervals

In this subsection, we derive the asymptotic confidence intervals for the parameters $\alpha$ and $\beta$. We begin with the observed Fisher information matrix, see [18], which is given as follows,

$$\hat{I}(\alpha, \beta) = - \begin{bmatrix} \frac{\partial^2 l}{\partial \alpha^2} & \frac{\partial^2 l}{\partial \alpha \partial \beta} \\ \frac{\partial^2 l}{\partial \beta \partial \alpha} & \frac{\partial^2 l}{\partial \beta^2} \end{bmatrix} \quad (10)$$

where

$$\frac{\partial^2 l}{\partial \alpha^2} = -2\beta \sum_{i=1}^{n} \frac{(e^{\alpha x_i} - 1)}{\alpha^3} + 2\beta \sum_{i=1}^{n} x_i e^{\alpha x_i} \frac{e^{\alpha x_i}}{\alpha^2} - \beta \sum_{i=1}^{n} x_i^2 e^{\alpha x_i} \frac{1}{\alpha},$$

$$\frac{\partial^2 l}{\partial \beta^2} = -\frac{r}{\beta^2},$$

$$\frac{\partial^2 l}{\partial \beta \partial \alpha} = \frac{\partial^2 l}{\partial \alpha \partial \beta} = \frac{\sum_{i=1}^{n} (e^{\alpha x_i} - 1)}{\alpha^2} - \frac{\sum_{i=1}^{n} x_i e^{\alpha x_i}}{\alpha}. $$

Then the observed asymptotic variance-Covariance matrix is the inverse matrix of (10) which is given by,

$$\hat{V} = [\hat{I}(\hat{\alpha}, \hat{\beta})]^{-1} = \begin{bmatrix} \hat{\text{Var}}(\hat{\alpha}) & \hat{\text{Cov}}(\hat{\alpha}, \hat{\beta}) \\ \hat{\text{Cov}}(\hat{\alpha}, \hat{\beta}) & \hat{\text{Var}}(\hat{\beta}) \end{bmatrix} \quad (11)$$

Then the asymptotic confidence interval for the parameters $\alpha$ and $\beta$ is given by,

$$\hat{\alpha} \pm Z_{\eta/2} \sqrt{\hat{\text{Var}}(\hat{\alpha})} \quad \text{and} \quad \hat{\beta} \pm Z_{\eta/2} \sqrt{\hat{\text{Var}}(\hat{\beta})} \quad (12)$$

with 100(1 − $\eta$)% confidence degree; where $Z_{\eta/2}$ is obtained from the table of the standard normal distribution.
3 Bayesian Estimation (BE)

In this section, we will obtain the BE for the parameters of the GOM(α, θ) based on multiply Type-I censoring using the SEL loss function as a symmetric loss function which is defined as, assume \( u(\alpha, \beta) \) is a function in \( \alpha \) and \( \beta \)

\[
L_1(u(\alpha, \beta), \hat{u}(\alpha, \beta)) = (\hat{u}(\alpha, \beta) - u(\alpha, \beta))^2,
\]

where \( \hat{u}(\alpha, \beta) \) is an estimate of \( u(\alpha, \beta) \). The BE for the loss function \( L_1 \) is the posterior mean \( \hat{u}(\alpha, \beta)_{BS} = E[u(\alpha, \beta)|\mathbf{x}] \), while we use the LINEX loss function as an asymmetric loss function and defines as

\[
L_2(u(\alpha, \beta), \hat{u}(\alpha, \beta)) = e^{h(\hat{u}(\alpha, \beta) - u(\alpha, \beta))} - h(\hat{u}(\alpha, \beta) - u(\alpha, \beta)) - 1, \quad h \neq 0,
\]

and the BE for any parameter \( u(\alpha, \beta) \) under the loss function \( L_2 \) is given as,

\[
\hat{u}(\alpha, \beta)_{BL} = -\frac{1}{h} \log \left[ E(e^{-hu(\alpha, \beta)|\mathbf{x}}) \right],
\]

Another asymmetric loss function is GE, which is given by,

\[
L_3(u(\alpha, \beta), \hat{u}(\alpha, \beta)) = \left( \frac{\hat{u}(\alpha, \beta)}{u(\alpha, \beta)} \right)^q - q \log \left( \frac{\hat{u}(\alpha, \beta)}{u(\alpha, \beta)} \right) - 1, \quad q \neq 0,
\]

and its BE is given by,

\[
\hat{u}(\alpha, \beta)_{BE} = (E[u(\alpha, \beta)^{-q}|\mathbf{x}])^{-1/q},
\]

Assume that the parameters \( \alpha \) and \( \beta \) are independent variables having gamma prior distributions \( \pi_1(\alpha) \) and \( \pi_2(\beta) \) respectively.

\[
\begin{align*}
\pi_1(\alpha) &= \frac{b_1^{\alpha_1}}{\Gamma[a_1]} \alpha^{a_1-1} e^{-b_1 \alpha} \\
\pi_2(\beta) &= \frac{b_2^{\beta_2}}{\Gamma[a_2]} \beta^{a_2-1} e^{-b_2 \beta},
\end{align*}
\]

(13)

where \( a_1, b_1, a_2, b_2 > 0 \) are the hyper parameters. Using the likelihood function in (4) and the priors of \( \alpha, \beta \) in (13), then the density of the posterior distribution is given by,

\[
\pi^*(\alpha, \beta|\mathbf{x}) = \frac{L(\alpha, \beta) \pi(\alpha) \pi(\beta)}{\int_0^\infty \int_0^\infty L(\alpha, \beta) \pi(\alpha) \pi(\beta)d\alpha d\beta} \propto \beta^{r+a_2-1} \alpha^{a_1-1} \exp \left[ \alpha \left( \sum_{i=1}^{n} x_i \delta_i - b_1 \right) - \beta \left( \frac{1}{\alpha} \sum_{i=1}^{n} (e^{\alpha x_i} - 1) + b_2 \right) \right]
\]

(14)

The BEs for the parameters \( \alpha \) and \( \beta \) under the SEL loss function \( L_1 \) are given by,

\[
\hat{\alpha}_{BS} = E[\alpha|\mathbf{x}] = \int_0^\infty \int_0^\infty \beta^{r+a_2-1} \alpha^{a_1} \exp \left[ \alpha \left( \sum_{i=1}^{n} x_i \delta_i - b_1 \right) - \beta \left( \frac{1}{\alpha} \sum_{i=1}^{n} (e^{\alpha x_i} - 1) + b_2 \right) \right] d\alpha d\beta.
\]

(15)

\[
\hat{\beta}_{BS} = E[\beta|\mathbf{x}] = \int_0^\infty \int_0^\infty \beta^{r+a_2} \alpha^{a_1-1} \exp \left[ \alpha \left( \sum_{i=1}^{n} x_i \delta_i - b_1 \right) - \beta \left( \frac{1}{\alpha} \sum_{i=1}^{n} (e^{\alpha x_i} - 1) + b_2 \right) \right] d\alpha d\beta.
\]

(16)

For the LINEX loss function \( L_2 \), the BEs for \( \alpha \) and \( \beta \) are given by,

\[
\hat{\alpha}_{BL} = -\frac{1}{h} \log \left( E[e^{-h\alpha}|\mathbf{x}} \right), h \neq 0
\]

(17)
where
\[ E[e^{-h\alpha}|\mathbf{x}] = \int_0^\infty \int_0^\infty \beta^{r+a_2-1} \alpha^{a_1-1} \exp \left[ \alpha \left( \sum_{i=1}^n x_i \delta_i - b_1 + 1 \right) - \beta \left( \frac{1}{\alpha} \sum_{i=1}^n (e^{\alpha x_i} - 1) + b_2 \right) \right] d\alpha d\beta. \]

\[ \hat{\beta}_{BL} = -\frac{1}{h} \log (E[e^{-h\beta}|\mathbf{x}]), h \neq 0 \tag{18} \]

where
\[ E[e^{-h\beta}|\mathbf{x}] = \int_0^\infty \int_0^\infty \beta^{r+a_2-1} \alpha^{a_1-1} \exp \left[ \alpha \left( \sum_{i=1}^n x_i \delta_i - b_1 \right) - \beta \left( \frac{1}{\alpha} \sum_{i=1}^n (e^{\alpha x_i} - 1) + b_2 + h \right) \right] d\alpha d\beta. \]

The BEs for \( \alpha \) and \( \beta \) depending on the GE loss function \( L_\beta \) is given by,
\[ \hat{\alpha}_{BE} = E(\alpha^{-q}|\mathbf{x})^{-1/q}, \tag{19} \]

where
\[ E[\alpha^{-q}|\mathbf{x}] = \int_0^\infty \int_0^\infty \beta^{r+a_2-1} \alpha^{a_1-q-1} \exp \left[ \alpha \left( \sum_{i=1}^n x_i \delta_i - b_1 \right) - \beta \left( \frac{1}{\alpha} \sum_{i=1}^n (e^{\alpha x_i} - 1) + b_2 \right) \right] d\alpha d\beta. \]

\[ \hat{\beta}_{BE} = E(\beta^{-q}|\mathbf{x})^{-1/q}, \tag{20} \]

where
\[ E(\beta^{-q}|\mathbf{x}) = \int_0^\infty \int_0^\infty \beta^{r+a_2-1} \alpha^{a_1-1} \exp \left[ \alpha \left( \sum_{i=1}^n x_i \delta_i - b_1 \right) - \beta \left( \frac{1}{\alpha} \sum_{i=1}^n (e^{\alpha x_i} - 1) + b_2 \right) \right] d\alpha d\beta. \]

Unfortunately, these integrals cannot be computed explicitly. Therefore, the approximated values for these integrals are computed using the MCMC method.

### 4 MCMC Algorithm for Bayesian Estimation

In this section, we consider the MCMC algorithm to get an approximate for BEs for the parameters \( \alpha \) and \( \beta \) under multiply Type-I censoring. We consider the Metropolis-Hastings algorithm to generate samples from the conditional posterior distributions, then we compute the BEs. For more details about the MCMC methods, the reader can see, Robert and Casella [19], Upadhyaya and Gupta [20], and Jaheen and Al Harbi [21]. Using (14), the conditional posterior distributions of \( \alpha \) and \( \beta \), can be obtained as follows,

\[ \pi_1(\alpha|\beta, \mathbf{X}) \propto \alpha^{a_1-1} \exp \left[ \alpha \left( \sum_{i=1}^n x_i \delta_i - b_1 \right) - \beta \left( \frac{1}{\alpha} \sum_{i=1}^n (e^{\alpha x_i} - 1) + b_2 \right) \right] \tag{21} \]

and

\[ \pi_2(\beta|\alpha, \mathbf{X}) = \frac{K^{r+a_2}}{\Gamma[r + a_2]} \beta^{r+a_2-1} e^{-\beta K} = \text{Gamma}(r + a_2, K) \tag{22} \]

where \( K = \frac{1}{\alpha} \sum_{i=1}^n (e^{\alpha x_i} - 1) + b_2. \)

Now, we will generate random samples for \( \alpha \) and \( \beta \) from the conditional posterior densities. In case of \( \beta \) we will generate values from \( \text{Gamma}(r + a_2, K) \), while the conditional posterior distributions of \( \alpha \) in (21) is not known distribution, and the plot of it shows that it is similar to normal distribution, see Figure 1. Therefore, to generate random values of \( \alpha \) from this distribution, we use the Metropolis-Hastings method with normal proposal distribution. Algorithm 1 is proposed to compute the BEs for the parameters \( \alpha, \beta \).
Figure 1: conditional posterior density of $\alpha$ when $\beta = 1.5, 2$ for a simulated sample with size $n = 50$.

Algorithm 1 MCMC method

**Step1** Put $\alpha^{(0)} = \hat{\alpha}_{ML}$ and $\beta^{(0)} = \hat{\beta}_{ML}$ and set $i = 1$.

**Step2** Generate $\beta^{(i)} \sim Gamma(r + a_2, k)$.

**Step3** Generate a proposal $\alpha^* \sim N(\alpha^{(i-1)}, Var(\alpha))$

**Step4** Calculate the acceptance probability

$$C(\alpha^{(i-1)}|\alpha^*) = \min \left[1, \frac{\pi_i^*(\alpha^*|\beta^{(i-1)})}{\pi_i(\alpha^{(i-1)}|\beta^{(i-1)})}\right]$$

**Step5** Generate $U \sim U(0, 1)$.

**Step6** If $U \leq C(\alpha^{(i-1)}|\alpha^*)$ set $\alpha^{(i)} = \alpha^*$ otherwise set $\alpha^{(i)} = \alpha^{(i-1)}$.

**Step7** set $i = i + 1$.

**Step8** Repeat steps 2 to 7, $N$ times and obtain $\alpha^{(j)}$ and $\beta^{(j)}$, $j = 1, 2, ..., N$.

**Step9** Remove the first $B$ values for $\alpha$ and $\beta$, where $B$ is the burn-in period.
Based on the generated values for $\alpha$ and $\beta$ using Algorithm 1, we can obtain the BEs as follows; the estimates under $SEL$ are given by

$$\tilde{\alpha}_{BS} = \frac{1}{N-B} \sum_{i=B+1}^{N} \alpha^{(i)}$$

$$\tilde{\beta}_{BS} = \frac{1}{N-B} \sum_{i=B+1}^{N} \beta^{(i)}$$

(23)

the BEs under $LINEX$ are given by

$$\tilde{\alpha}_{BL} = -\frac{1}{h} \log \left( \frac{1}{N-B} \sum_{i=B+1}^{N} e^{-h\alpha^{(i)}(1)} \right)$$

$$\tilde{\beta}_{BL} = -\frac{1}{h} \log \left( \frac{1}{N-B} \sum_{i=B+1}^{N} e^{-h\beta^{(i)}(1)} \right)$$

(24)

the BEs under $GeneralizedEntropy$ are given by

$$\tilde{\alpha}_{BE} = \left[ \frac{1}{N-B} \sum_{i=B+1}^{N} (\alpha^{(i)})^{-q} \right]^{-1/q}$$

$$\tilde{\beta}_{BE} = \left[ \frac{1}{N-B} \sum_{i=B+1}^{N} (\beta^{(i)})^{-q} \right]^{-1/q}$$

(25)

Now, to compute the credible intervals for $\alpha$ and $\beta$ based on the generated values using Algorithm 1, sort the values for $\alpha$ ascending to be $\alpha^{(1)}, \alpha^{(2)}, ..., \alpha^{(N-B)}$, and also for $\beta$ to be $\beta^{(1)}, \beta^{(2)}, ..., \beta^{(N-B)}$, then $100(1-\gamma)$% credible intervals for $\alpha$ and $\beta$ are given as follows,

$$(L_\alpha, U_\alpha) = (\alpha^{(\lfloor (N-B)\gamma/2 \rfloor)}, \alpha^{(\lfloor (N-B)(1-\gamma/2) \rfloor)}) \text{ and } (L_\beta, U_\beta) = (\beta^{(\lfloor (N-B)\gamma/2 \rfloor)}, \beta^{(\lfloor (N-B)(1-\gamma/2) \rfloor)})$$

(26)

5 One-Sample Bayesian Prediction Intervals

In this section, we try to predict the unobserved values of lifetimes in the same samples using the Bayesian prediction intervals. Let $t_1, t_2, ..., t_n$ be the failure times for $n$ units placed on the lifetime test follow $GOM(\alpha, \beta)$. Based on multiply Type-I censoring the observations are $X_1 \leq X_2 \leq ... \leq X_s \leq ... \leq X_n$, where $X_s$ may equal the failure time $t_s$ or censoring time $T_s$. If $X_s = T_s$, then we need to predict the failure time for unit number $s$, which is $t_s$.

Let $K$ denote the number of unit failed before time $T_s$, where $K$ is a discrete random variable with Binomial probability given by,

$$P(K = k) = \binom{s-1}{k} p^k q^{s-1-k}, k = 0, 1, ..., s-1$$

(27)

where $p = F(T_s) = 1 - \exp[-\frac{\beta}{\alpha}(e^{\alpha t_s} - 1)]$ and $q = 1 - p$.

Now, the conditional density function of $X_s$, is given by

$$f_1(x_s|x_k) = \frac{1}{P(0 \leq K \leq s-1)} \sum_{k=0}^{s-1} f(x_s|x_k, K = k) P(K = k)$$

$$= \sum_{k=0}^{s-1} \frac{(n-k)!\psi_k(T_s, \alpha, \beta) [F(x_s) - F(T_s)]^{s-k-1}[1 - F(x_s)]^{n-s} f(x_s)}{(s-k-1)!(n-s)!} \left[ 1 - F(T_s) \right]^{s-k}, \quad T_s < x_s$$

(28)
where $\psi_k(T_s, \alpha, \beta) = \frac{P(K=k)}{\sum_{k=0}^n P(K=k)}$.

Using (1) and (2) in (28), then the conditional density become,

$$f_1(x_s|x_k) = \sum_{k=0}^{s-1} \sum_{j=0}^{s-k-1} C(k)\psi_k(T_s, \alpha, \beta)\beta e^{\alpha x_s} \times \exp\left[-\frac{\beta}{\alpha}[(e^{\alpha x_s} - 1)(n - k - j) + (e^{\alpha x_s T_s} - 1)(k + j - n)]\right],$$

(29)

where $C(k) = \frac{(n-k)!(-1)^{s-k-1-j}}{\beta(n-s)!}$. 

Assume that $\alpha$ and $\beta$ are unknown and having Gamma independent priors, as in (13). Using the posterior distribution $\pi^*(\alpha, \beta|x)$ in (14), then the predictive survival function of $X_s$ is given by,

$$f^*_1(x_s|x_k) = \int_0^\infty \int_0^\infty f_1(x_s|x_k) \pi^*(\alpha, \beta|x_k) d\alpha d\beta, \quad T_s < x_s,$$

(30)

Since the integration in (30) is very complicated and can’t be solved analytically, so the MCMC method is executed via algorithm [1] to get the approximates for these integrals, as follows;

$$f^*_1(x_s|x_k) = \frac{1}{N-B} \sum_{o=B+1}^N f_1(x_s|x_k)$$

(31)

$$= \frac{1}{N-B} \sum_{o=B+1}^N \sum_{k=0}^{s-1} \sum_{j=0}^{s-k-1} C(k)\psi_k(T_s, \alpha^{(o)}, \beta^{(o)})\beta e^{\alpha^{(o)} x_s} \times \exp\left[-\frac{\beta^{(o)}}{\alpha^{(o)}}(n - k - j)(e^{\alpha^{(o)} x_s} - e^{\alpha^{(o)} T_s})\right], \quad T_s < x_s,$$

Using (31), the predictive survival function of $X_s$ is given as follows,

$$\hat{F}^*_1(t|x_k) = \int_t^\infty f^*_1(x_s|x_k) dx_s$$

(32)

$$= \frac{1}{N-B} \sum_{o=B+1}^N \sum_{k=0}^{s-1} \sum_{j=0}^{s-k-1} C(k)\psi_k(T_s, \alpha^{(o)}, \beta^{(o)}) \frac{(n - k - j)}{\beta^{(o)}} \times \exp\left[-\frac{\beta^{(o)}}{\alpha^{(o)}}(n - k - j)(e^{\alpha^{(o)} x_s} - e^{\alpha^{(o)} T_s})\right].$$

Upon using (31), the Bayesian point predictor of $X_{s:n}$ under the SEL function is the mean of the predictive density, given by,

$$\hat{X}_{s:n} = \int_{T_s}^\infty x_s f^*_1(x_s|x_k) dx_s$$

(33)

$$= \frac{1}{N-B} \sum_{o=B+1}^N \sum_{k=0}^{s-1} \sum_{j=0}^{s-k-1} C(k)\psi_k(T_s, \alpha^{(o)}, \beta^{(o)}) \frac{(n - k - j)}{\beta^{(o)}}$$

$$\times \left(T_s + e^{\alpha^{(o)} x_s - 1}(n - k - j) \int_{T_s}^\infty e^{-\beta^{(o)}(e^{\alpha^{(o)} x_s - 1}(n - k - j))} dx_s\right)$$

Also, the Bayesian prediction interval for $X_s$, $k < s \leq n$ with 100(1 - $\gamma$)% is $[L_{X_s}, U_{X_s}]$, where $L_{X_s}$ and $U_{X_s}$ are obtained by solving the following two equations

$$\hat{F}^*_1(L_{X_s}|x_k) = 1 - \frac{\gamma}{2} \quad \text{and} \quad \hat{F}^*_1(U_{X_s}|x_k) = \frac{\gamma}{2}.$$

(34)
6 Real Data Example

In this section, we use the a set of real data that used by Chen [13], to get the estimates for the parameters $\alpha$ and $\beta$ and the corresponding asymptotic confidence bounds. The data are the numbers of tumor-days of 30 rats fed with unsaturated diet:

$\begin{align*}
60, & 63, 63, 66, 66, 68, 70, 70, 77, 77, 84, 91, 91, 94, 98, 101, 105, 108, \\
\end{align*}$

Chen assumed that the population distribution of the numbers of tumor-free days is a Gompertz distribution with parameters $\alpha$ and $\beta$. Based on some goodness of fit tests, we can conclude that the given data follow $GOM(0.024, 0.0016)$, where these values are the MLEs in case of complete sample estimation. The following tests are used with the resulting P-value; the Kolmogorov-Smirnov (K-S) Test has P-value 0.18645, the Anderson-Darling test has P-value 0.18466 and the Pearson’s chi-squared test has P-value 0.0806587. We assume that the censoring times are $T_i = 60 + \Delta(i), \Delta = 3, i = 1, 2, 3,..., n.$ i.e. $T_1 = 63, T_2 = 66, ..., T_{30} = 150$, then the observations under multiply Type-I censoring are:

$\begin{align*}
60, & 63, 63, 63, 66, 66, 66, 68, 70, 70, 77, 77, 84, 91, 91, 94, 98, 101, 105, 108, \\
109, & 112, 112, 115, 126, 138, 141, 144, 147, 150.
\end{align*}$

with $r = \sum_{i=1}^{30} \delta_i = 25$, then the condition in (9) is satisfied, because $2 (\sum_{i=1}^{n} x_i) (\sum_{i=1}^{n} x_i \delta_i)$ equal 12391250 and $r \sum_{i=1}^{n} (x_i)^2$ equal 7491125, then the MLEs of the parameters $\alpha, \beta$ are exist and unique. The MLEs of $\alpha$ and $\beta$ are obtained numerically by solving the two equations (6) and (7) or graphically by drawing the function $J(\alpha)$ in (8) as obtained in figure (2) and the MLEs are given by $\hat{\alpha}_{ML} = 0.02528$ and $\hat{\beta}_{ML} = 0.001526$. Also the 95% asymptotic confidence bounds for $\alpha$ are $(0.01460, 0.03597)$ and the bounds for $\beta$ are $(-0.000015 \simeq 0, 0.00305)$. We also note that, the Gompertz distribution is a best fit for these real data when we apply the goodness of fit tests using the MLES. The BEs using MCMC for the parameters $\alpha$ and $\beta$ based on different loss functions. The number of iteration for the MCMC algorithm is $N = 5000$ with the burn-in period $B = 1000$. We choose the values of the hyper parameters to be $(a_1, b_1) = (0.0128, 0.51)$ for $\alpha$ and $(a_2, b_2) = (0.000046, 0.0305)$ for $\beta$ (by letting the mean of the Gamma prior distribution of $\alpha$ equal $\hat{\alpha}_{ML}$ and its variance is 0.05 i.e $a_1, b_1$ are the solution of the equations $a_1/b_1 = 0.02528$ and $a_1/b_1^2 = 0.05$, and the mean of the Gamma prior distribution of $\beta$ is equal to $\hat{\beta}_{ML}$ and its variance is 0.05 i.e $a_2, b_2$ are the solution of the equations $a_2/b_2 = 0.001526$ and $a_2/b_2^2 = 0.05$). Also we take $h = 0.5$ and $q = -0.5$. Then the BEs are given in the following table.
Bayes method & SEL & LINEX & GE \\
\hline
\(\alpha\) & 0.02562 & 0.02561 & 0.02531 \\
\(\beta\) & 0.001605 & 0.001605 & 0.001501 \\
\hline

Also the 95% credible intervals for \(\alpha\) and \(\beta\) are given by (0.01557, 0.03692) and (0.000447, 0.00362), respectively. Based on the multiply Type-I censoring, the unobserved times (where \(X_j > T_j\)) are \(X_{26}, X_{27}, X_{28}, X_{29}\) and \(X_{30}\), so we will obtain the Bayesian point predictors and the One-sample Bayesian prediction bounds for them. Table 1 shows the Bayesian point predictor and the lower and upper limits of the unknown times with 95% coverage level.

<table>
<thead>
<tr>
<th>(X_s)</th>
<th>Point predictor (\hat{X}_{x:n})</th>
<th>((L_{x:s}, U_{x:s}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_{26})</td>
<td>153.75</td>
<td>(102.96, 173.93)</td>
</tr>
<tr>
<td>(X_{27})</td>
<td>157.51</td>
<td>(112.52, 179.13)</td>
</tr>
<tr>
<td>(X_{28})</td>
<td>161.87</td>
<td>(125.45, 185.56)</td>
</tr>
<tr>
<td>(X_{29})</td>
<td>167.48</td>
<td>(144.20, 194.51)</td>
</tr>
<tr>
<td>(X_{30})</td>
<td>176.82</td>
<td>(151.53, 210.68)</td>
</tr>
</tbody>
</table>

Table 1: The 95% One-sample Bayesian prediction intervals and the Bayesian point predictor for real data

7 Simulation Study

In this section, Monto Carlo simulation will be used to compare the performance of the proposed methods for estimating the parameters of Gompertz distribution. We will compare the MLEs and the BEs depending on three different loss functions, also we will study the performance of the asymptotic confidence intervals. The real values of the parameters \(\alpha\) and \(\beta\), sample size \(n\) and the censored time points \(T_1, T_2, ..., T_n\) are required by the simulation study.

The values of the parameters are chosen to be 0.5, 1 for \(\alpha\) and 0.5, 1, 2 for \(\beta\) with sample size \(n = 10, 30, 50\). The censored time points will be chosen with equal difference \(\Delta = \Delta_i = T_{i+1} - T_i\) equal 0.1 and 0.25. The process of simulation will be executed 1000 times, each time we generate a multiply Type-I censored sample \("X_1, X_2, ..., X_n, ..., X_n \sim GOM(\alpha, \beta)"\) and the different estimates are calculated. Then the mean of 1000 values for the MLEs and BEs of the parameters \(\alpha\) and \(\beta\) are obtained, also we obtain the mean of 1000 lower and upper confidence bounds for the asymptotic confidence intervals of the parameters with 95% confidence limits.

In the BEs, the MCMC method will be used according to Algorithm (1) that was mentioned in section 4. The number of iteration for this algorithm is \(N = 2000\) with the burn-in period \(B = 500\). Our estimates are obtained depending on the SEL loss function, the LINEX loss function with parameter \(h = 0.5\) and the GE with parameter \(q = -0.5\). We assumed that the parameters \(\alpha\) and \(\beta\) have a gamma priors \(\text{Gamma}(a_1, b_1)\), \(\text{Gamma}(a_2, b_2)\) respectively as in (13). The values of the hyper parameters with its variances are chosen to be.

<table>
<thead>
<tr>
<th>parameter</th>
<th>(\alpha = 0.5)</th>
<th>(\alpha = 1)</th>
<th>(\beta = 0.5)</th>
<th>(\beta = 1)</th>
<th>(\beta = 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>hyperparameters ((a, b))</td>
<td>((5,10))</td>
<td>((10,10))</td>
<td>((5,10))</td>
<td>((10,10))</td>
<td>((10,5))</td>
</tr>
<tr>
<td>Var(parameter)</td>
<td>0.05</td>
<td>0.1</td>
<td>0.05</td>
<td>0.1</td>
<td>0.4</td>
</tr>
</tbody>
</table>
We choose the hyper parameters by letting the mean of the Gamma prior distribution of $\alpha$ is real value of alpha i.e $\frac{a}{b} = \text{real } \alpha$ and its variance is $\text{Var}(\alpha)$ i.e $\frac{a}{b^2} = \text{Var}(\alpha)$, and the same also for $\beta$. The results of this simulation is obtained in tables 2,3 and 4. In table 2, we present the bias of the estimate and the mean square error (MSE) for the MLEs and the BEs under three loss functions for $\alpha = 0.5, \beta = 0.5, 1, 2$. while table 3, present these estimates for $\alpha = 1, \beta = 0.5, 1, 2$. The asymptotic confidence intervals and the credible intervals with 95% confidence degree for $\alpha = 0.5, 1$ and $\beta = 0.5, 1, 2$ are included in table 4.

8 Concluding remarks

In this paper, we study the estimates for the parameters of Gompertz distribution when the units under the lifetime test terminated at different times (Multiply Type-I censoring) using maximum likelihood method and Bayesian method under three types of loss functions (SEL, LINEX, GE). Also we have gotten the condition for the existence and uniqueness of the MLEs, also the asymptotic confidence intervals are constructed. Prediction intervals is conducted for the unobserved failures in the same sample. According to these results of simulation and the introduced examples, we can draw some conclusions:

- The estimators that obtained from Bayesian method are very close to the real values of parameters than the estimators of Maximum likelihood method.
- In most cases, the Bayes estimates using the LINEX loss function are better than those using the SEL or GE loss functions.
- The estimators that depend on samples with large sizes are better than those with small sizes.
- In most cases, we have obtained the best estimates for the largest difference of censoring time points $\Delta$ i.e results with $\Delta = 0.25$ is better than that of $\Delta = 0.1$.
- The asymptotic confidence intervals always include the MLE of $\alpha$ and $\beta$ and have positive values.
- When the sample size $n$ increased, the asymptotic confidence intervals and the credible intervals become more narrow.
- The credible intervals are more accurate and narrow than the asymptotic confidence intervals.
- The confidence intervals at $\Delta = 0.25$ are more accurate than that constructed using $\Delta = 0.1$.
- When $\alpha$ is known, then we can apply this work to exponential distribution using the transformation $Y = \frac{1}{\alpha}(e^{\alpha x} - 1)$.
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<table>
<thead>
<tr>
<th>n</th>
<th>$\beta$</th>
<th>$\Delta$</th>
<th>bias(MSE) of MLEs</th>
<th>bias(MSE) of BS</th>
<th>bias(MSE) of BL</th>
<th>bias(MSE) of BE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\hat{\alpha}_{ML}$</td>
<td>$\hat{\beta}_{ML}$</td>
<td>$\hat{\alpha}_{BS}$</td>
<td>$\hat{\beta}_{BS}$</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>0.1</td>
<td>0.090(0.077)</td>
<td>0.324(0.290)</td>
<td>0.0382(0.0038)</td>
<td>0.061(0.011)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.031(0.069)</td>
<td>0.107(0.072)</td>
<td>0.062(0.0045)</td>
<td>0.095(0.0094)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.1</td>
<td>0.06(0.078)</td>
<td>0.368(0.446)</td>
<td>0.0321(0.0013)</td>
<td>0.110(0.0124)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.017(0.0675)</td>
<td>0.1035(0.1907)</td>
<td>0.012(0.0008)</td>
<td>0.0379(0.0023)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1</td>
<td>0.027(0.073)</td>
<td>0.159(0.684)</td>
<td>0.0033(0.0005)</td>
<td>0.209(0.046)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.015(0.069)</td>
<td>0.110(0.495)</td>
<td>0.023(0.0012)</td>
<td>0.005(0.0023)</td>
</tr>
<tr>
<td>30</td>
<td>0.5</td>
<td>0.1</td>
<td>0.015(0.052)</td>
<td>0.0086(0.025)</td>
<td>0.0102(0.0006)</td>
<td>0.0056(0.004)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.039(0.039)</td>
<td>0.005(0.023)</td>
<td>0.0099(0.0029)</td>
<td>0.013(0.002)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.1</td>
<td>0.020(0.054)</td>
<td>0.018(0.068)</td>
<td>0.016(0.0007)</td>
<td>0.009(0.0003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.022(0.053)</td>
<td>0.025(0.063)</td>
<td>0.019(0.0014)</td>
<td>0.0(0.0015)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1</td>
<td>0.0036(0.068)</td>
<td>0.053(0.203)</td>
<td>0.024(0.001)</td>
<td>0.0068(0.0051)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.003(0.068)</td>
<td>0.054(0.190)</td>
<td>0.0247(0.0013)</td>
<td>0.0034(0.0055)</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>0.1</td>
<td>0.041(0.03)</td>
<td>0.0025(0.014)</td>
<td>0.0021(0.0076)</td>
<td>0.0097(0.0042)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.032(0.0255)</td>
<td>0.0004(0.013)</td>
<td>0.0079(0.0037)</td>
<td>0.0005(0.0006)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.1</td>
<td>0.0368(0.043)</td>
<td>0.0072(0.0439)</td>
<td>0.0059(0.0061)</td>
<td>0.055(0.044)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.0324(0.0413)</td>
<td>0.0131(0.041)</td>
<td>0.0138(0.0019)</td>
<td>0.002(0.0021)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1</td>
<td>0.0051(0.0608)</td>
<td>0.0459(0.126)</td>
<td>0.0233(0.0012)</td>
<td>0.003(0.0069)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.0214(0.058)</td>
<td>0.0213(0.126)</td>
<td>0.0214(0.0012)</td>
<td>0.0013(0.0087)</td>
</tr>
</tbody>
</table>

Table 2: MLEs, Bayes estimates using SEL (BS), LINEX (BL) and Generalized Entropy (BE) for $\alpha = 0.5, \beta = 0.5, 1, 2$.
<table>
<thead>
<tr>
<th>n</th>
<th>β</th>
<th>Δ</th>
<th>$\hat{\alpha}_{ML}$</th>
<th>$\hat{\beta}_{ML}$</th>
<th>$\hat{\alpha}_{BS}$</th>
<th>$\hat{\beta}_{BS}$</th>
<th>$\hat{\alpha}_{BL}$</th>
<th>$\hat{\beta}_{BL}$</th>
<th>$\hat{\alpha}_{BE}$</th>
<th>$\hat{\beta}_{BE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.5</td>
<td>0.1</td>
<td>0.379(0.309)</td>
<td>0.331(0.311)</td>
<td>0.039(0.0057)</td>
<td>0.077(0.025)</td>
<td>0.016(0.0041)</td>
<td>0.0692(0.0237)</td>
<td>0.0166(0.0043)</td>
<td>0.0631(0.0234)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.084(0.130)</td>
<td>0.1161(0.957)</td>
<td>0.0215(0.0089)</td>
<td>0.025(0.0094)</td>
<td>0.0366(0.0092)</td>
<td>0.0189(0.0089)</td>
<td>0.037(0.0095)</td>
<td>0.0136(0.0088)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.1</td>
<td>0.285(0.262)</td>
<td>0.352(0.401)</td>
<td>0.026(0.0048)</td>
<td>0.0603(0.0259)</td>
<td>0.0039(0.0038)</td>
<td>0.0438(0.0233)</td>
<td>0.004(0.004)</td>
<td>0.0447(0.024)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.125(0.1731)</td>
<td>0.214(0.304)</td>
<td>0.0159(0.0082)</td>
<td>0.024(0.0185)</td>
<td>0.033(0.0084)</td>
<td>0.0101(0.0172)</td>
<td>0.0338(0.0087)</td>
<td>0.00104(0.0177)</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.1</td>
<td>0.190(0.215)</td>
<td>0.3578(0.864)</td>
<td>0.0077(0.0036)</td>
<td>0.046(0.086)</td>
<td>0.0138(0.0033)</td>
<td>0.0083(0.076)</td>
<td>0.014(0.0035)</td>
<td>0.0192(0.082)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.155(0.191)</td>
<td>0.2614(0.711)</td>
<td>0.0048(0.0046)</td>
<td>0.009(0.0792)</td>
<td>0.0251(0.0048)</td>
<td>0.043(0.0738)</td>
<td>0.0256(0.0049)</td>
<td>0.0173(0.0778)</td>
</tr>
<tr>
<td>30</td>
<td>0.5</td>
<td>0.1</td>
<td>0.028(0.0669)</td>
<td>0.015(0.0286)</td>
<td>0.0118(0.0119)</td>
<td>0.0177(0.0079)</td>
<td>0.0223(0.0119)</td>
<td>0.0141(0.0077)</td>
<td>0.0227(0.0121)</td>
<td>0.011(0.0076)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.0235(0.067)</td>
<td>0.022(0.029)</td>
<td>0.0119(0.0122)</td>
<td>0.0218(0.0079)</td>
<td>0.022(0.0122)</td>
<td>0.0182(0.0076)</td>
<td>0.0228(0.0124)</td>
<td>0.015(0.0076)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.1</td>
<td>0.0264(0.097)</td>
<td>0.0718(0.093)</td>
<td>0.026(0.011)</td>
<td>0.033(0.0181)</td>
<td>0.039(0.0114)</td>
<td>0.0235(0.0171)</td>
<td>0.039(0.0117)</td>
<td>0.0238(0.0174)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.0332(0.0969)</td>
<td>0.0718(0.093)</td>
<td>0.0288(0.0109)</td>
<td>0.03(0.0173)</td>
<td>0.0417(0.0114)</td>
<td>0.0208(0.0164)</td>
<td>0.0424(0.0117)</td>
<td>0.0211(0.0167)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1</td>
<td>0.091(0.147)</td>
<td>0.136(0.250)</td>
<td>0.023(0.0074)</td>
<td>0.0341(0.063)</td>
<td>0.040(0.008)</td>
<td>0.0034(0.0059)</td>
<td>0.041(0.0082)</td>
<td>0.0189(0.0623)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.094(0.135)</td>
<td>0.131(0.265)</td>
<td>0.0229(0.0068)</td>
<td>0.0293(0.066)</td>
<td>0.0397(0.0074)</td>
<td>0.0013(0.062)</td>
<td>0.0405(0.0076)</td>
<td>0.014(0.065)</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>0.1</td>
<td>0.024(0.0545)</td>
<td>0.0145(0.0193)</td>
<td>0.0075(0.0154)</td>
<td>0.0199(0.0071)</td>
<td>0.0158(0.0153)</td>
<td>0.0172(0.0069)</td>
<td>0.0161(0.0155)</td>
<td>0.014(0.0069)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.031(0.0524)</td>
<td>0.0105(0.0179)</td>
<td>0.0047(0.0156)</td>
<td>0.018(0.0069)</td>
<td>0.013(0.0153)</td>
<td>0.016(0.0067)</td>
<td>0.0132(0.0156)</td>
<td>0.0135(0.0067)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.1</td>
<td>0.011(0.075)</td>
<td>0.026(0.0513)</td>
<td>0.019(0.0135)</td>
<td>0.0244(0.0153)</td>
<td>0.0302(0.0135)</td>
<td>0.0173(0.0147)</td>
<td>0.0306(0.0138)</td>
<td>0.0175(0.015)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.0049(0.0765)</td>
<td>0.037(0.054)</td>
<td>0.0202(0.0136)</td>
<td>0.032(0.0145)</td>
<td>0.0314(0.0137)</td>
<td>0.0246(0.0138)</td>
<td>0.032(0.014)</td>
<td>0.025(0.014)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1</td>
<td>0.0432(0.121)</td>
<td>0.095(0.195)</td>
<td>0.023(0.0092)</td>
<td>0.045(0.062)</td>
<td>0.038(0.0097)</td>
<td>0.022(0.058)</td>
<td>0.039(0.01)</td>
<td>0.0339(0.0604)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.0674(0.115)</td>
<td>0.099(0.169)</td>
<td>0.0323(0.010)</td>
<td>0.042(0.055)</td>
<td>0.0472(0.0107)</td>
<td>0.0194(0.0516)</td>
<td>0.048(0.011)</td>
<td>0.031(0.0538)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\beta$</td>
<td>$\Delta$</td>
<td>Asymp. C.I ($\alpha$)</td>
<td>Credible C.I ($\alpha$)</td>
<td>Asymp. C.I ($\beta$)</td>
<td>Credible C.I ($\beta$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>10</td>
<td>0.1</td>
<td>-3.3874</td>
<td>4.2069</td>
<td>0.1787</td>
<td>1.0591</td>
<td>-0.4265</td>
<td>2.0746</td>
<td>0.2669</td>
<td>0.9907</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>-0.5969</td>
<td>1.5345</td>
<td>0.2023</td>
<td>0.9671</td>
<td>-0.0943</td>
<td>1.3085</td>
<td>0.2745</td>
<td>0.8763</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>-2.5284</td>
<td>3.4071</td>
<td>0.1817</td>
<td>1.0601</td>
<td>0.13258</td>
<td>2.58741</td>
<td>0.6424</td>
<td>1.6797</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>-2.2421</td>
<td>3.1868</td>
<td>0.1779</td>
<td>1.0364</td>
<td>-0.1551</td>
<td>4.4737</td>
<td>1.2532</td>
<td>3.1155</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.0722</td>
<td>1.0991</td>
<td>0.238</td>
<td>0.8368</td>
<td>0.1745</td>
<td>0.8427</td>
<td>0.3014</td>
<td>0.732</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.0907</td>
<td>0.9877</td>
<td>0.3014</td>
<td>0.732</td>
<td>0.1881</td>
<td>0.8236</td>
<td>0.3125</td>
<td>0.7504</td>
</tr>
<tr>
<td>0.5</td>
<td>30</td>
<td>0.1</td>
<td>-0.1458</td>
<td>1.1869</td>
<td>0.2175</td>
<td>0.8969</td>
<td>0.4169</td>
<td>1.6192</td>
<td>0.6774</td>
<td>1.392</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>-0.1439</td>
<td>1.1887</td>
<td>0.2153</td>
<td>0.8918</td>
<td>0.4217</td>
<td>1.6287</td>
<td>0.6793</td>
<td>1.3957</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>-0.5737</td>
<td>1.5809</td>
<td>0.1926</td>
<td>0.9675</td>
<td>0.8974</td>
<td>3.2095</td>
<td>1.3883</td>
<td>2.7041</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>-0.5749</td>
<td>1.5969</td>
<td>0.1933</td>
<td>0.9752</td>
<td>0.8996</td>
<td>3.208</td>
<td>1.3917</td>
<td>2.7134</td>
</tr>
<tr>
<td>0.5</td>
<td>50</td>
<td>0.1</td>
<td>0.1958</td>
<td>0.8862</td>
<td>0.2657</td>
<td>0.7689</td>
<td>0.2547</td>
<td>0.7402</td>
<td>0.3359</td>
<td>0.7126</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.1888</td>
<td>0.8764</td>
<td>0.2687</td>
<td>0.773</td>
<td>0.256</td>
<td>0.7431</td>
<td>0.3352</td>
<td>0.7111</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.8083</td>
<td>1.1153</td>
<td>0.2332</td>
<td>0.8465</td>
<td>0.5483</td>
<td>1.4662</td>
<td>0.7118</td>
<td>1.3289</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.0218</td>
<td>1.043</td>
<td>0.2322</td>
<td>0.8416</td>
<td>0.5529</td>
<td>1.4732</td>
<td>0.7188</td>
<td>1.3409</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>-0.3221</td>
<td>1.3119</td>
<td>0.2006</td>
<td>0.9366</td>
<td>1.1618</td>
<td>2.93</td>
<td>1.4708</td>
<td>2.605</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>-0.2964</td>
<td>1.3393</td>
<td>0.2038</td>
<td>0.947</td>
<td>1.1463</td>
<td>2.8963</td>
<td>1.4663</td>
<td>2.5848</td>
</tr>
<tr>
<td>0.5</td>
<td>10</td>
<td>0.1</td>
<td>-3.034</td>
<td>4.275</td>
<td>0.512</td>
<td>1.7058</td>
<td>-0.4018</td>
<td>2.0636</td>
<td>0.2662</td>
<td>0.9636</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>-0.280</td>
<td>2.112</td>
<td>0.5388</td>
<td>1.4934</td>
<td>-0.1024</td>
<td>1.3346</td>
<td>0.267</td>
<td>0.8684</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>-2.123</td>
<td>3.5526</td>
<td>0.5132</td>
<td>1.6698</td>
<td>-0.295</td>
<td>2.999</td>
<td>0.6186</td>
<td>1.6202</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>-1.9534</td>
<td>3.5362</td>
<td>0.5017</td>
<td>1.640</td>
<td>-0.1175</td>
<td>4.8331</td>
<td>1.2103</td>
<td>3.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.3746</td>
<td>1.6723</td>
<td>0.5992</td>
<td>1.3958</td>
<td>0.1688</td>
<td>0.8763</td>
<td>0.3123</td>
<td>0.7782</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.0842</td>
<td>1.8629</td>
<td>0.5525</td>
<td>1.443</td>
<td>0.4047</td>
<td>1.7389</td>
<td>0.6845</td>
<td>1.4292</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.0892</td>
<td>1.8444</td>
<td>0.5543</td>
<td>1.4474</td>
<td>0.4089</td>
<td>1.7324</td>
<td>0.6821</td>
<td>1.4267</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.3959</td>
<td>2.2129</td>
<td>0.5154</td>
<td>1.5231</td>
<td>0.8956</td>
<td>3.3781</td>
<td>1.4051</td>
<td>2.7788</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.394</td>
<td>2.2051</td>
<td>0.5179</td>
<td>1.5264</td>
<td>0.8947</td>
<td>3.3686</td>
<td>1.3996</td>
<td>2.7689</td>
</tr>
<tr>
<td>0.5</td>
<td>30</td>
<td>0.1</td>
<td>0.526</td>
<td>1.5223</td>
<td>0.6439</td>
<td>1.353</td>
<td>0.2444</td>
<td>0.7845</td>
<td>0.3371</td>
<td>0.7403</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.5333</td>
<td>1.5285</td>
<td>0.6426</td>
<td>1.3553</td>
<td>0.2424</td>
<td>0.7786</td>
<td>0.3352</td>
<td>0.7385</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.3327</td>
<td>1.6898</td>
<td>0.5861</td>
<td>1.4069</td>
<td>0.5305</td>
<td>1.5214</td>
<td>0.729</td>
<td>1.3807</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.3235</td>
<td>1.6864</td>
<td>0.5872</td>
<td>1.4057</td>
<td>0.5366</td>
<td>1.5381</td>
<td>0.7199</td>
<td>1.3768</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.0521</td>
<td>1.9657</td>
<td>0.5276</td>
<td>1.4804</td>
<td>1.1514</td>
<td>3.0395</td>
<td>1.4827</td>
<td>2.6615</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>-0.0698</td>
<td>1.9349</td>
<td>0.5283</td>
<td>1.4796</td>
<td>1.1553</td>
<td>3.0446</td>
<td>1.4909</td>
<td>2.6714</td>
</tr>
</tbody>
</table>

Table 4: asymptotic and credible confidence bounds for $\alpha = 0.5, 1, \beta = 0.5, 1, 2$